
T
h

is
 a

rtic
le

 is
 p

ro
te

c
te

d
 b

y
 G

e
rm

a
n

 c
o

p
y
rig

h
t la

w
. Y

o
u

 m
a
y
 c

o
p

y
 a

n
d

 d
is

trib
u

te
 th

is
 a

rtic
le

 fo
r y

o
u

r p
e
rs

o
n

a
l u

s
e
 o

n
ly

. O
th

e
r u

s
e
 is

 o
n

ly
 a

llo
w

e
d

 w
ith

 w
ritte

n
 p

e
rm

is
s
io

n
 b

y
 th

e
 c

o
p

y
rig

h
t h

o
ld

e
r. 

it 6/2008

Schwerpunktthema

Future Internet Routing:
Motivation and Design Issues

Routing im Internet der Zukunft: Hintergründe und Gestaltungsansätze

Michael Menth, Matthias Hartmann, Phuoc Tran-Gia, Dominik Klein, University of Würzburg

Summary The fast increase of the routing table size in the
default-free zone (DFZ) is a major concern for the scalability of
the Internet and a threat for its effective operation in the fu-
ture. Proposals exist to modify the current routing architecture
in order to decelerate the growth of the routing tables in the
DFZ, but they are difficult to deploy. The locator/identifier split
(Loc/ID) principle is significantly different from routing and ad-
dressing in today’s Internet, but it is expected to improve rout-
ing scalability. We explain its basic idea, address interworking
issues, point out design options, and review current implemen-
tation proposals. ��� Zusammenfassung Das starke
Wachstum der Routingtabellen im Kern des Internets, der soge-

nannten Default-Free Zone (DFZ), ist für die Skalierbarkeit des
Internets besorgniserregend und eine Bedrohung für seinen ef-
fektiven Betrieb in der Zukunft. Es existieren zwar Vorschläge
zur Modifizierung der momentanen Routing-Architektur, um das
Wachstum der Routing-Tabellen zu verlangsamen, aber sie sind
nur schwer in die Praxis umzusetzen. Das Locator/Identifier Split
(Loc/ID) Prinzip unterscheidet sich signifikant von der Adressie-
rung und dem Routing im heutigen Internet, aber es soll die
Skalierbarkeit des Routings deutlich verbessern. Die Idee des
Loc/ID wird erklärt, auf Fragen des Interworkings wird eingegan-
gen, Gestaltungsoptionen werden aufgezeigt, und es wird ein
Überblick über aktuelle Implementierungsvorschläge gegeben.

KEYWORDS C.2.1 [Computer Systems Organization: Computer-Communication Networks: Network Architecture and Design]
network communications; C.2.2 [Computer Systems Organization: Computer-Communication Networks: Network
Protocols] routing protocols; C.2.6 [Computer Systems Organization: Computer-Communication Networks: Inter-
networking] standards

1 Introduction
The Internet is the nervous system
of today’s modern society and vi-
tal for its operation and evolution.
However, it was never planned as
such but rather evolved from a small
ARPA testbed between a few re-
search sites to an ever growing inter-
connection of all kinds of networks.
Its simplicity and initial success-
ful services like email, file transfer,
and the world wide web fostered
its fast deployment before highly
complex services like peer-to-peer
(P2P) applications, service-oriented
architectures (SOA), or content dis-
tribution networks (CDN) entered
the scene. The original Internet
was designed for interconnection

of a manageable number of hosts
that were attached to a growing
but conceptually rather static net-
work topology. This is no longer
the case since today all sorts of de-
vices are interconnected over the
Internet protocol (IP), many Inter-
net service providers (ISPs) compete
for customers causing modifications
of the logical topology with each
customer change, and mobile de-
vices require fast support by local
networks when hopping from one
to another. To meet the changing
requirements, several mechanisms
have been changed or added, e. g.,
the domain name system (DNS)
has been introduced to decouple
names from addressing, the border

gateway protocol (BGP) to make
routing more scalable, the trans-
mission control protocol (TCP) to
avoid a congestion collapse, and
mobile IP to accommodate no-
madic users. The Internet was al-
ways subject to changes that were
pushed by the insight that its fu-
ture operation was at risk or at
least its further expansion was ham-
pered. An excellent overview is
given in [6].

Currently, we witness move-
ments towards fundamental changes
in the Internet, at least for newly
deployed infrastructure. In spite of
BGP, interdomain routing does not
scale anymore. Too much informa-
tion needs to be exchanged between
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border routers, their routing tables
become larger and larger, and it is
not clear whether router technology
can keep pace with the growth of the
routing tables and increased traffic
volumes in the future at reason-
able costs. Therefore, operators and
router vendors have already recog-
nized the need for a new change of
the interdomain routing system and
the Routing Research Group (RRG)
of the Internet Research Task Force
(IRTF) [9] provides a forum to dis-
cuss problems and proposals.

This paper gives an introduction
into the problems and summarizes
some of the current ideas to over-
come them. Section 2 briefly reviews
routing in today’s Internet and Sec-
tion 3 explains why it does not
scale. Section 4 describes ideas to
decelerate the growth of the rout-
ing table sizes in today’s Internet
architecture. Section 5 presents the
locator/identifier split (Loc/ID), in-
terworking issues, design options
and first proposals. Finally, Sec-
tion 6 gives a short conclusion.

2 Routing in Today’s Internet
The Internet is an interconnection
of multiple autonomous systems
(ASes) using IP as the common base
to exchange messages. IP networks
use destination-based forwarding,
routers look up the next hop for
a packet in their forwarding in-
formation bases (FIBs) which are
derived from their routing tables.
The FIB entries consist of address
prefixes and next hops. The longest
prefix match for a destination ad-
dress determines the interface over
which the packet is transmitted.
A default route can be provided that
is taken when no matching prefix is
found.

Each AS may use its own
method to generate entries in the
routing tables. Basically, they as-
sign administrative costs to all links
within the AS and forward the traf-
fic along least-cost paths. This is
mostly realized by distributed rout-
ing protocols like OSPF or IS-IS. For
larger ASes, a subdivision of the net-
work into several routing areas helps

to manage the routing complexity
and to keep intra-domain routing
scalable.

To reach nodes in other ASes,
inter-domain routing uses the bor-
der gateway protocol (BGP). Each
BGP router tells its neighbors which
destination prefixes can be reached
over its own network and also pro-
vides a list of ASes that need to
be traversed on the path towards
the destination AS. Therefore, BGP
is called a path vector protocol.
Routers in edge networks usually
have a manageable number of pre-
fixes in their routing tables and
packets to unknown destinations
are forwarded to a default router.
However, BGP routers in the core
of the Internet do not have default
routes. They constitute the so-called
default-free zone (DFZ) of the In-
ternet. The DFZ routers need an
entry for each prefix that should
be reachable in the Internet and, as
a consequence, their routing table
size increases with the number of
reachable prefixes.

The early Internet consisted of
a relatively small number of ASes
and customer edge networks that
were only sparsely connected. Each
AS was assigned a rather large chunk
of the available IPv4 class A, B,
or C addresses. The corresponding
class prefixes were announced indi-
vidually into the interdomain rout-
ing system. It soon became evident
that this practice leads to address
exhaustion because most of the as-
signed class A and B address space

Figure 1 Growth of the routing tables in the DFZ. [http://bgp.potaroo.net/as2.0/bgp-active.txt].

is never used. The address space of
a class C network is often too small
for a company or institution such
that they need several of them. This
heavily burdens the routing tables
because each of the many (about
2 millions) and long class C pre-
fixes requires a separate entry in the
routing tables of the DFZ. The prob-
lem was alleviated by the introduc-
tion of classless interdomain routing
(CIDR) in 1993 which removed the
strong classification into class A, B,
and C addresses. CIDR allows IP
address assignment on a more fine
grained level, i. e., the address space
of a single class A or B address
can be assigned in small portions
to various customers. In addition,
prefix aggregation is possible, i. e.,
ISPs announce only one short pre-
fix to BGP instead of multiple longer
prefixes when these prefixes cover
a contiguous address block.

3 The Scalability Problem
Currently, we observe that the num-
ber of entries in the routing tables of
the DFZ is increasing at an alarm-
ing rate. Figure 1 shows that the
growth rate is quadratic or even
exponential. To cope with larger
routing tables, routers need to be
more powerful. Advances in routing
technology might be able to com-
pensate the increased routing tables,
but this can only be achieved at dis-
proportionately high costs.

When the Internet finally runs
out of IPv4 addresses, the intro-
duction of IPv6 eventually brings
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an almost unlimited number of IP
addresses. This solves the problem
of address depletion, but routing
tables are going to grow even more
because the vast amount of avail-
able IPv6 addresses require even
more prefixes to be announced in
the DFZ. Experts discussed and
analyzed this problem at the IAB
Workshop on Routing and Address-
ing [16] and came to the following
conclusions. The main causes for
the current growth rate of the rout-
ing tables in the DFZ are the use
of provider-independent addresses,
multihoming, traffic engineering for
edge networks, and countermeas-
ures against prefix hijacking. In the
following, we explain these issues in
more detail.

3.1 Provider-independent
addressing

The IP address space can belong
to providers or to customers. In
the first case, the addresses are
called provider-aggregatable (PA).
The provider rents subspace, i. e.
prefixes, to customers for the dur-
ation of their contract, but remains
the owner of the IP addresses. When
the contract is over, the provider
rents the prefixes to other cus-
tomers. This has no impact on
interdomain routing because pack-
ets to theses prefixes are still routed
into the same AS. PA addresses limit
BGP change rates and the fragmen-
tation of the address space, i. e.,
they preserve the aggregation of IP
addresses such that short prefixes
continue to be announced through
BGP. However, when a company
using PA address space changes its
provider, all computers and de-
vices in that company must be
renumbered to the address sub-
space of its new provider. This
is a time-consuming and expen-
sive task. Hence, companies prefer
to obtain their own address space,
i. e. so-called provider-independent
(PI) addresses. This allows them
to easily change providers without
renumbering. For the global rout-
ing system, a provider change for PI
addresses means a BGP update. In

addition, the moved prefix possibly
cannot be aggregated with other
addresses in the AS of the new
provider and needs to be announced
separately to BGP which increases
the number of entries in the inter-
domain routing tables.

3.2 Multihoming
for increased reliability

Customers like to be connected to
more than one ISP to increase the
reliability of their Internet connec-
tion. In case that the connection
to one ISP fails, their traffic can
be switched to the other ISPs. This
requires that different paths to-
wards these prefixes need to be
announced to BGP to make the
customer network reachable over
multiple providers. This leads to
several entries for a single prefix in
the BGP routing tables.

3.3 Multihoming
for traffic engineering

Customers with PI-addresses may
wish to use different providers for
service differentiation. They subdi-
vide their address space into smaller
chunks each of them serving a dif-
ferent purpose and being attached
to a different provider. In addition,
multihoming may be used for load
balancing purposes. As a result, the
address space is split and several
longer prefixes are announced via
different providers to BGP.

3.4 Countermeasure
against prefix hijacking

IP’s destination-based forwarding
uses the longest prefix match princi-
ple, i. e., when several prefixes in the
FIB match the destination address
of a packet, the packet follows the
route specified for the longest prefix.
Malicious ASes may inject prefixes
they do not own. If they are more
specific than other prefixes, they at-
tract the traffic. To avoid this risk,
ASes like to announce the longest
possible prefixes which are 24 bits
long at least for most important ser-
vices such as DNS. This also leads to
an increase of the routing table sizes
in the DFZ.

4 Tuning BGP and Simple
Overlays

The size of the Internet, its in-
evitable changes, and failures lead to
a large rate of BGP update messages
stressing router CPUs. As this rate
is increasing, many proposals have
been made to modify BGP in order
to reduce it [1; 3; 19; 22].

The current BGP system cannot
be adjusted to be truly scalable in
terms of routing table sizes. Routing
schemes with preferably logarithmic
scalability in network size are de-
sired to allow for almost unlimited
future growth of the global Inter-
net and a lot of research has been
done on that topic. Unfortunately,
it has been shown that logarithmic
scaling on Internet-like topologies is
impossible in the presence of top-
ology dynamics and/or topology-
independent addressing [11].

Any routing mechanism replac-
ing BGP, possibly on a flag day, is
almost impossible to deploy in the
widely distributed Internet. There-
fore overlay architectures have been
proposed which leave the current
BGP system in place, but take most
of the load away from it. They
shrink the routing tables to make
interdomain routing more scalable.
We explain two fundamentally dif-
ferent ideas for that purpose.

4.1 Aggregation proxies
With aggregation proxies, ISPs an-
nounce some of their supported
prefixes not via BGP, but only to
special aggregation proxies. An ag-
gregation proxy receives many long
prefixes and announces aggregated
and shorter prefixes to BGP. Packets
in the DFZ are carried to this aggre-
gation proxy, which tunnels them to
the ISPs that announced the longer
prefix to the aggregation proxy. The
aggregation proxy in Fig. 2 receives
the long prefixes X.Y.0/24, X.Y.1/24,
X.Y.2/24, and X.Y.3/24 and an-
nounces the prefix X.Y.0/22 to BGP.
Therefore, it receives the traffic ad-
dressed to these destinations and
forwards it to them over a dir-
ect tunnel to the border router of
the corresponding networks. In our
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Figure 2 The aggregation proxy announces a short prefix instead of many long prefixes. Packets
addressed to the long prefixes are routable in the DFZ, but are forwarded to the aggregation proxy
which tunnels them to their destination network.

Figure 3 Some long prefixes (e. g. X.Y.Z/24) are not announced to BGP. Therefore, they are not
routable in the DFZ. The lookup system provides a router with a routable address for them in the
destination AS. Then, packets with non-routable addresses can be tunneled to and decapsulated by
such a router, and forwarded from there to their destination via intradomain routing.

simple example, the routing table
size in the DFZ is reduced by 3 en-
tries. However, packets in the DFZ
destined towards the long prefixes
are always carried via an aggregation
proxy. This kind of triangle rout-
ing possibly leads to longer paths
compared to the shortest AS-path or
the normal BGP path. Thus, path
prolongation is the cost of aggrega-

tion proxies. Furthermore, networks
should be customers of aggrega-
tion proxies or peering partners.
Hence, this concept also requires
substantial economic support for
effective deployment. Several aggre-
gation proxies may exist for the
same prefix. The Core Router-Inte-
grated Overlay (CRIO) implements
this concept and [25] gives insights

into tradeoffs like routing table size
reduction vs. path length prolonga-
tion and many more.

4.2 Lookup system
for nonroutable prefixes

Another concept is to retain long
prefixes from BGP and to record
them in a DNS-like lookup sys-
tem together with a router having
a routable address and being part of
the destination AS. As a result, the
long prefixes are not routable in the
DFZ, but the lookup system knows
a router from which corresponding
packets can be forwarded without
interdomain routing information.
This concept is depicted in Fig. 3. If
a router in the DFZ does not find
an entry for the destination address
of a packet in its routing table, it
queries the lookup system for a tun-
nel endpoint into the destination AS
and forwards the packet over that
tunnel. After decapsulation in the
destination AS, the packet can be
forwarded via intradomain routing.
The tunneling route reduction pro-
tocol (TRRP) [7] implements this
idea. It requires the introduction
of a mapping service, and the DFZ
routers must be changed to perform
the lookup and tunneling. The so-
lutions in Section 5 are similar, but
they do not require an upgrade of
the DFZ routers.

4.3 Discussion
The presented methods leave to-
day’s routing system and in particu-
lar the meaning of the IP addresses
basically as they are, but they still
require changes to the Internet that
are only hard to deploy.

5 The Locator/Identifier Split
The locator/identifier split (Loc/ID)
concept has been implemented by
various proposals using different
nomenclature and technical realiza-
tions. We first give some motivation
for Loc/ID. Then we explain the ac-
tual concept in a general way and
discuss interworking issues and de-
sign options. This is an original
contribution of this paper. It shows
that many interworking and design
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options are rather a property of
Loc/ID itself than a property of the
specific implementation. Finally, we
look at implementation details of
current proposals.

5.1 Motivation
Experts analyzed the current Inter-
net structure and many agreed that
a complete redesign of the routing
architecture may be needed [16].
The current approach cannot scale,
because the IP addresses have two
different functions. They determine
the position of a node within the
Internet topology, i. e., they serve
as locators for routing purposes. In
addition, they also serve as node
identifiers. The scalability of interdo-
main routing is based on hierarch-
ical structures since an ISP can ag-
gregate many long prefixes and an-
nounce them as a single short prefix.
To take advantage of that principle,
locators must be assigned accord-
ing to the topology and should
change only if the topology changes.
In contrast, end users see IP ad-
dresses as identifiers and prefer to
keep them if they change providers.
This observation proposes a loca-
tor/ identifier split (Loc/ID), such
that locators can be easily changed
without renumbering the devices in
the network of a customer when
he moves to a different provider.
Identifiers should be used only to
give names to devices [13]. The
actual split is often made at the
network edges, and hence, identi-
fiers are also used for routing in
the local routing domain. Only few
proposals use local locators for that
purpose [15].

5.2 Basic Idea
Loc/ID is a two-level routing archi-
tecture. Figure 4 shows that there is
only a single upper layer domain
(global routing domain), but there
are many local routing domains (in-
tradomains) in the lower layer. Rout-
ing in the upper layer is based on
locators while routing within the
lower layer is based on identifiers. As
long as communicating entities are
in the same local routing domain,

Figure 4 Loc/ID is a two-level architecture. Packets are forwarded within a local routing domain
according to their identifier. Within the global routing domain they are forwarded according to
a locator provided by the gateway when leaving the local routing domain.

only their identifiers are needed to
exchange messages. Communication
between entities in different local
routing domains is more complex.
Local routing domainshave gateways
towards the global routing domain.
These gateways are part of the global
routing domain and have own lo-
cators. A packet with a destination
identifier outside the local routing
domain is forwarded to such a gate-
way. The source gateway determines
the locator of the destination gateway
by some mapping service and adds
this locator to the packet. Then, the
packet is carried through the global
routing domain according to the lo-
cator to the destination gateway. The
destination gateway strips off the lo-
cator and the packet is forwarded
according to its destination identi-
fier.

5.3 Provider Change
by Customer

When a customer changes its pro-
vider and connects its network to
a different gateway, it can keep all
the identifiers in its network as they
are and there is no need for renum-
bering. Only the mapping service

needs to be updated about the loca-
tor change.

5.4 Mobility
Mobility requires that nodes can
move from one network to an-
other while being reachable and
without changing IP addresses on
the transport layer. The latter is
important for the maintenance of
TCP connections. In theory, this
could be achieved with Loc/ID, but
this implies two major challenges.
First, updates of the mapping sys-
tem must be fast enough, and/or
the gateways must implement han-
dover functionality. Second, the IP
addresses of the visiting nodes must
be routable in the visited domain.
The identifier space usually reflects
some structure of the local routing
domain to improve the routing scal-
ability. Therefore, it is rather hard
for the routing in the visited local
routing domain to quickly integrate
the address of the visiting node. This
is due to the fact that identifiers
are also used as local locators. Cur-
rently, a major opinion is that other
mechanisms like mobile IP should
be used for mobility support, but
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certainly tradeoffs need to be con-
sidered.

5.5 Traffic Engineering
Apart from the improved flexibility,
Loc/ID also opens new possibilities
for interdomain traffic engineer-
ing [20]. Local routing domains can
be multihomed and have several
gateways and locators. This entails
degrees of freedom for load bal-
ancing supported by the mapping
service.

5.6 Interworking
with the legacy Internet

We assume that the current legacy
Internet evolves to the future upper
layer domain, but it is certainly also
possible to think of the legacy Inter-
net being one of many local routing
domains in the future Internet. For
interworking with the legacy Inter-
net, identifiers and locators should
be IPv4 or IPv6 addresses. Here,
we do not distinguish between IPv4
and IPv6 and think of one com-
mon IP address format. The address
spaces of locators (including the
legacy Internet) and identifiers must
be disjoint to avoid ambiguities be-

Figure 5 Nodes in a local routing domain communicate directly with legacy nodes as the gateway
just forwards the packets. In the reverse direction proxy gateways attract traffic with destination
in local routing domains and add locators to guarantee that they reach the correct local routing
domain.

tween devices in the legacy and the
future Internet.

A simple solution uses proxy
gateways in the upper level do-
main, i. e., in the legacy Internet.
They announce all identifier prefixes
into BGP. Therefore, the identifier
address space should be aggregat-
able to avoid additional significant
growth of the routing tables. When
a legacy node sends a packet to
a node in some local routing do-
main, it can use the identifier of
that node as destination address be-
cause then the packet is carried to
a proxy gateway. The proxy gateway
requests the locator for the desti-
nation identifier from the mapping
service and adds the destination
locator to the packet. Hence, the
proxy gateway performs the same
operation as a common source gate-
way. Then the packet is eventually
delivered to the correct destination
gateway where the destination lo-
cator is removed. From there the
packet is forwarded to its destina-
tion within the local routing domain
using only the destination identi-
fier. Communication from a node
in the new part of the future In-

ternet to the legacy part is even
simpler. A packet from a local rout-
ing domain is addressed to a node
in the legacy Internet. As the des-
tination address is not part of the
local routing domain, the packet
is forwarded to a source gateway.
The gateway realizes that the address
is part of the legacy Internet and,
therefore, the packet can be for-
warded in the upper layer domain
without any modification. Proxy
gateways in this context and aggre-
gation proxies used for BGP tuning
look similar, but there is a subtle dif-
ference. While proxy gateways can
basically attract all traffic addressed
to globally non-routable identifiers,
aggregation proxies attract only traf-
fic whose prefix lies within their
aggregation ranges.

The other solution for inter-
working with legacy networks is
network address translation (NAT).
A node of a local routing domain
in the future Internet can send
a packet addressed to some node
in the legacy Internet. The gate-
way detects this and performs NAT.
More specifically, it translates its
source identifier to a locator ad-
dress belonging to the gateway and
forwards the packet to the destina-
tion in the legacy Internet. Potential
answers are returned to the gate-
way which translates its own locator
in the address field of the packet
to the initial source identifier and
forwards the packet to the local
routing domain. Communication in
the reverse direction can be more
complex, depending on the actual
implementation.

5.7 Design options
for locator/identifier
transport

The general idea does not require
a special technique for the source
gateway to add a locator to a packet.
Two major alternatives exist: encap-
sulation and address rewriting.

In case of encapsulation, the
source gateway tunnels the packet
addressed to the destination iden-
tifier in another packet addressed
to the destination gateway locator,
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and the destination gateway decap-
sulates the packet. This is known as
the map-and-encap paradigm [16].
Although the overlay solutions in
Section also use tunneling, they are
significantly different as they do not
implement the Loc/ID approach.

In case of address rewriting,
there is a 1 : 1 mapping from local
addresses (identifiers) to global ad-
dresses (locators). Gateways replace
the local source and destination ad-
dresses of outgoing packets by their
global addresses, and for incom-
ing packets the reverse operation is
performed. Note that this kind of
address rewriting is different from
today’s network address translation
(NAT) for private networks. It is
stateless and, therefore, relatively
simple. In particular, nodes within
a local routing domain are reach-
able from outside by their global
addresses. A provider change im-
plies a locator change which results
in a modified global address, but
renumbering of the nodes in the af-
fected local routing domain is not
needed.

Packet en- and decapsulation
costs CPU cycles on routers and
encapsulation can cause prob-
lems with maximum transfer units
(MTU) and/or packet fragmenta-
tion. Address rewriting can also be
expensive. Depending on the imple-
mentation, an additional header is
added to record the identifiers. In
IPv4, additional headers cause pack-
ets leaving the fast-path of a router
and being processed by the router’s
CPU which can severely impact its
performance.

5.8 Design options
for the mapping service

There are even more design op-
tions to implement the mapping
service. It can be a single server or
a server overlay where each server
keeps the locator-identifier map-
ping for the entire identifier address
space [10]. However, this informa-
tion may also be partitioned among
many servers taking advantage of
some hierarchical structure in the
identifier address space to facilitate

effective information retrieving [2;
5]. As an alternative, a distributed
hash table may be used for that pur-
pose [14].

It is obvious that communica-
tion overhead between the source
gateways and the global mapping
service is prohibitive when loca-
tors are queried for each and every
identifier. The natural solution to
that problem is a local cache from
where queries can be immediately
answered without consulting the
mapping service [8]. This not only
saves communication overhead, it is
also faster than a remote lookup.
There is the question what to do
with packets while waiting for lo-
cators when a cache miss occurs.
Packets are either stored and de-
layed, or they are simply dropped.
To make this a rare event, the
cache size must be large enough.
In the extreme case, the local cache
is a copy of the mapping informa-
tion for the entire identifier address
space [12]. If a cache miss occurs,
it usually hits the first packets of
a communication. Their number is
relatively small, but it adds delay
when some of them carry import-
ant signaling information such as
a TCP SYN. Therefore, it makes
possibly sense to extend the func-
tionality of the mapping service with
packet forwarding capabilities [5].
Initial packets causing cache misses
are encapsulated and sent to the
mapping service. The mapping ser-
vice retrieves the locator, and sends
it to the source gateway, while at
the same time it acts as a proxy
for the source gateway by adding
the locator to the initial packets and
forwarding them to the destination
gateway.

The mapping service is a vi-
tal element of Loc/ID which needs
to be up to date to achieve global
reachability for identifiers. This be-
comes more difficult with caches
because the information stored in
caches may be obsolete. It raises
discussions about push and pull ar-
chitectures, i. e., either the mapping
service triggers the update of local
caches or the gateways are responsi-

ble for that action. Hybrid mechan-
isms are possible where the mapping
information is pushed to a (proba-
bly large) set of cache servers from
where it can be pulled quickly to any
point in the Internet.

5.9 Proposals implementing
Loc/ID

The Locator/Identifier Separation
Protocol (LISP) [17] is Cisco’s so-
lution and the most advanced im-
plementation of Loc/ID. It uses
the map-and-encap paradigm to
add a locator to a packet. Loca-
tors are called routing locators
(RLOCs), identifiers are called end-
point identifiers (EIDs), and the
source and destination gateways are
called ingress and egress tunnel
routers (ITR, ETR). Various con-
cepts exist for the implementation
of its mapping service. IVIP [24]
is very similar to LISP with extra
features for the handling of mobile
users. APT [10] adds features to the
mapping service in order to provide
protection mechanisms in case of
network failures.

Six/One Router [23] is a dif-
ferent proposal and uses address
translation instead of tunneling. The
gateways are called Six/One routers.
The Node Identity Internetworking
Architecture [21] is as well based on
Loc/ID. It integrates ideas from the
host identity protocol (HIP) [18] to
achieve increased security and pro-
vides improved mobility support.

6 Conclusion
The scalability of the Internet is
at risk since a major and inten-
sifying growth of the interdomain
routing tables has been observed.
Several repairs have been proposed
for BGP to reduce the rate of its
update messages, and some others
try to decelerate the growth of the
routing tables, but they require sub-
stantial change of today’s interdo-
main routing architecture. The loca-
tor/identifier split (Loc/ID) concept
also imposes changes, but often only
to a very limited number of border
gateways. It is a promising candidate
to effectively cope with the scala-
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bility problem. Loc/ID comes with
many design options regarding its
operation, mapping service, and in-
terworking. They provide degrees
of freedom leading also to per-
formance tradeoffs that need to be
studied. First proposals have been
presented implementing the Loc/ID
concept.

Our view in this paper has been
from the perspective of increasing
routing table sizes. However, there
are other issues to respect when re-
designing the Internet [4]. Apart
from improved routing scalability
and Loc/ID split, a new Internet
routing architecture must provide
scalable support for traffic engin-
eering, multi-homing, and mobility.
Renumbering of an entire AS should
be simplified, routing quality and
security are very important. Last but
not least, deployability of a solution
is a prerequisite for its adoption in
practice. Solutions similar to the in-
terworking of IPv6 and IPv4 may be
found to facilitate the interworking
of a future Internet routing solution
with the legacy Internet.

The current proposals are not
the end of future Internet routing,
they are rather the beginning of
a topic which has gained so much
importance that it is now driven by
major players in the Internet.
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