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Abstract—We present simple approximation formulae for the In [3, Chapter 15.2] a very accurate approximation for the
distribution of the packet waiting time of multiplexed periodic  CCDF of the packet waiting time of multiplexed homogeneous
traffic. The multiplexed streams may have different periods and periodic flows is presented as well as a simpler exponential

packet sizes. We show by extensive simulations the accuracyb t ¢ mati For het f
of the proposed methods. They are simpler than other existing Pul €SS accurate approximation. For heterogeneous flows,

formulae which make them attractive for engineers, applicable in 1-€. for those with different periods or packet sizes, rathe
practice, and easy to implement in switching devices. Packetized complex and numerically demanding expressions are prdvide
speech traffic has a periodic flow structure. Many compression in [3, Chapter 15.3] that we failed to implement correctly.
techniques preserve it during talk phases but suppress the As a consequence, we developed simple approximations and

generation of packets during silence phases. When such on/off lidated thei b tensi imulati Th
streams are multiplexed, advantage can be taken of their reduced validate €Ir accuracy by extensive simulations. & ar

flow rates by overbooking the link bandwidth. We adapt the Very simple and easy to implement in switching devices.
proposed formulae to cope with on/off traffic and overbooking Voice over IP (VolP) applications and also wireless phones
and validate them by extensive simulations. They can be applied yse more efficient codecs like iLBC [4], G.723.1 [5], or GSM
:g;lifge'stig’fgccon”o' in_networks carrying different types of g 10 [6] that collect speech samples from periodic inferva
I ndex Terms.—waiting time distribution: on/off streams; mul- and compress them. Most of them use silence detection to
tiplexing; overbooking. avoid the generation of data packets during silence phases.
This reduces the flow rate and makes the effective output
. INTRODUCTION an on/off stream. The above mentioned formulae are not
Realtime applications usually create data packets in shagplicable for multiplexed on/off streams. In [3, Chapt&r3]
periodic intervals to minimize the packetization delayr Faa method is presented to calculate the CCDF of homogeneous
instance, the G.711 voice codec [1] generates packets of Lifioff sources if the sum of their peak rates does not exceed
bytes every 20 ms leading to a rate of 68.8 kbit/s. Other codehe link bandwidth, thus, it is not applicable in the preseat
produce smaller packets at the same period, e.g., the G.72%erbooking. We add some minor modifications to the method
codec [2] produces 38 bytes every 20 ms. The duration of [3, Chapter 15.3] and show by simulations that it leads
the periods can often be configured so that other periods lilce reasonable results that can be used for AC purposes. We
10 or 30 ms also exist. Constant bitrate circuit-switcheth defurther extend this approach to heterogeneous periodicffon/
emulation services in UMTS also lead to strongly periodiftows and again validate them by simulations. Our additions,
streams. Although these data do not contribute the maglbeit simple, enable AC for heterogeneous periodic on/off
traffic in today's communication networks, they still yieldstreams in the presence of overbooking which is the most
the major revenues. However, the major part of the trafffrequent application scenario in practice.
in the terrestrial access network of cellular communicatio The paper is structured as follows. Section Il reviews
systems like GSM or UMTS has realtime requirements andrélated work. Section 11l proposes and validates new, smpl
is carried over low bitrate links of 1-4 Mbit/s due to the simahpproximations to calculate the CCDF of the packet waiting
traffic aggregation level. These links usually are leaseésli time of multiplexed heterogeneous periodic flows. Secthn |
and expensive so that operators wish to use them efficiengiiesents and validates new methods to calculate the CCDF for
but without degrading the quality of service of the carriechultiplexed on/off traffic with a periodic base structuretiire
traffic. To that end, admission control (AC) is performed opresence of overbooking. Section V summarizes this work.
the links and new connections are blocked if they would lead
to extensive packet delay due to the multiplexing process on 1. RELATED WORK
the link. Thus, the AC decision requires queuing formulae ) ) , )
that predict the expected delay if another flow is admitted. In _th's_ section, we give a sh'ort.overv!ew of related' work
The AC decision is based on statistical criteria, e.g., Zh@f considering the multiplex of periodic traffic and on/offffre
the packets may have a delay of 5 ms or longer. Therefore,
the complementary cumulative distribution function (CQDFA'
of the packet waiting time caused by the multiplexing delay An excellent summary of formulae for the waiting time of
is of interest. multiplexed periodic traffic is given in [3, Chapter 15.3hth

Queuing Formulae for Strictly Periodic Traffic
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reports many results from [7], [8]. The authors consider sasymptotic behavior is studied. The results for the waitinge
calledn-D/D/1 queuing systems where several homogeneoae good for larger numbers of connections and moderate link
periodic flows are multiplexed onto a common link and calcuilization. The approximation does not account for cotigas
late the CCDF of the packet waiting time due to queuing. Theffects that may arise due to long term correlation of on/off
present the closed-form solution Equation (1) that reguiréraffic.
substantial computation time if many sources are multgdlex  3) Approximation Based on Modulated Periodic Arrivals
Therefore, they also present Equation (2) which serves ag &;/D/1 for Systemswithout Temporary Overload:Rama-
good approximation for relevant scenarios. Both formuliae amurthy and Sengupta studied the superposition of periodic
simple and can be easily implemented. As our work is heavigpurces that arrive according to a Poisson model [16]. The
based on them, we validate their accuracy in Section Ill-B4ources have an exponential inter-arrival time distrduti
An algorithmic solution to this queuing problem was given ifith rate Al and general holding times during which they
[9] and an exact derivation was provided by [10], [11]. send periodic traffic. They derive the stationary waitingdi
Furthermore, [3] considers th§oini-Di/D/1 queu- distribution for n multiplexed sources, i.eyo<inDi/D/1.
ing system wheren; periodic flows ofk different classes Then, they calculate the waiting time distribution of thell
with different inter-arrival times are multiplexed. Virt and system under the assumption that the overall rate of the
Roberts [7] present a fairly complex algorithm calculatthg calls never exceeds the link bandwidth. They achieve that by
CCDF of the resulting packet waiting times (VR-method)weighting the packet waiting time distributions foractive
For our comparison we donwloaded the above algorithm frofows with the probabilityp; for i active flows and the number
[12]. Unfortunately, for some input values we got incoreist of transmitted packets such that the overall packet waiting
output from which we conclude that the above algorithm igme distribution is calculated according to Equation (12)
numerically unstable. However, the meaning of this analysis is different from ours
Finally, [3] studies they o< kh - Dix‘/D/l queue. That while we consider a fixed number of multiplexed flows with
means, periodic streams kdifferent classes are multiplexed.on/off characteristics, [16] studies a variable numbertid€tsy
All packets have the same size (like cells in ATM), but flowperiodic flows whose overall rate cannot exceed the link
may have different periods and batch arrivalsXpfpackets. bandwidth.
We reformulate this system %y ni-Di/Di/1, i.e., periodic  4) More Approximations Based on Different Queuing Mod-
flows from k different classes are multiplexed, each of themls: Baiocchi et al. approximate the arrival process by a
being characterized by its own period and packet size. A veyarkov modulated Poisson process in [17]. They give an
complex method is given to calculate the CCDF of the packepproximation of the cell loss probability for differentfter
waiting time. Again, we failed to implement that method, buizes. Stern and Ganguly [18], [19] calculate the queuetieng
in this case we could not obtain an implementation of théistribution of multiplexed packet streams with finite tauff
algorithm. Therefore, we believe that this approach might lzapacity. Sriram and Whitt [20] approximate the queue length
good, but it is not simple and accessible enough to be usedjigtribution of a packet multiplexer with a special two para
practice. eterGl/Gl/1—c approximation tool [21]. Humblet et al. [22]
B. Queuing Formulae for O/Off Traffic study the effect of an added smoothing delay on the resulting

packet waiting time.
We give a brief overview on work regarding the multiplex of

on/off traffic. Some methods are based on fluids and cann@fl. PACKET WAITING TIME OF MULTIPLEXED PERIODIC
account for packet scale queueing. Others are rather coarse FLows
approximations or cannot cope with overbooking.

1) Approximative Solution for Multiplexed On/Off Flu- In this section, we first review existing queuing formulae

ids with Overbooking:The well known Anick-Mitra-Sondhi for multip_lexing homogeneou_s periodic ﬂOWS_ and illustrate
(AMS) approach [13] yields the waiting time distribution ofthe queuing behavior of periodic packet arr!vals. Then we
multiplexed on/off fluids for infinite buffers. Fluids defuoe exten_d the formulae to heterqgeneous ﬂ_OWS with equal period
continuous flows of information that are not partitioned “k?_ut dlﬁerent_ packet SIZES, different pen_ods but equakpac
packets, i.e., we can think of them as infinitesimally smafeS: and different periods and packet sizes, and valitlate

packets, a bit stream instead of a packet stream. TherefdR§thods by simulations.
AMS cannot describe delay caused by packet scale queui'r&g,
but we will use it as a lower bound to validate our solutions”
in Section IV using the implementation provided at [12]. In the following, we denote periods, i.e. packet intersari

2) Waiting Time Distribution for Multiplexed On/Off Fluids times, by a, packet sizes by, link bandwidths byc, and

Bensaou, Roberts et al. [3], [14] derive an exact formula féransmission time of packets = b Given n multiplexed

C
the queue length distribution in the presence of an infinitomogeneous flows, the relative offered loagis %. Itis
buffer based on the results of B&nl5] for fluid queues. the system utilization when packet loss does not occur. $e ca
Since for most practical problems it is not possible to esdu of p <1, this can be achieved for multiplexed periodic traffic

this exact solution, approximations are developed and thg a moderately large multiplexing buffer.

Notation
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B. n-D/D/1: Multiplexing Flows with Identical Periods and which is difficult to simulate. The phase pattern chosen at
Packet Sizes the initialization of the simulation fully determines alitfire

We review an accurate but computationally rather demarfyCket waiting times as the rest of the process is deterticinis
ing queuing formula for multiplexed homogeneous flows JMoreover, all packets of each flow experience the same waitin

well as a simple approximation. We compare them and validdt®® from the second simulated period on. Therefore, for
their accuracy by simulations. strictly periodic systems it is enough to collect the wajtin
1) A Closed-Form Solution for the CCDF of the Waitin%ime data of the second simulated period. To get a statiistica

Time: When several periodic streams with the same peri 8I_|able est|_mate of the CC_DF Of. the packet waltmg tume,
it is essential to collect waiting times from many different

a are multiplexed onto a single link with sufficiently large h imulati Hsran
capacityc, the multiplexing buffer is emptied at least oncéhase patterns. Hence, we start many simulation rurfsg@

within the perioda if the system is not overloaded. Hencereported CCDF) with different seeds, group their resulte in
the waiting time is smaller than a periot € a) and the batches, derive from them CCDFs for the packet waiting time,

waiting time of a packet depends only on the arrival instan@d ca_lculate confidence intervals fro_m the CC_ZDFS r(_acelved
of its preceding packets within the last period (i). We ché t by the independent batches. The obtained conﬂde_nce ilgerva
arrival instant of a flow within an observed period its phas&'€ Very small as Ic;ng as the CCDF values are in the order
As the phase of a flow does not change in consecutive periofﬂtcm"",gr"tUde_Of 10° or larger. Therefore, we do not show
intervals, the phase pattern of a superposition of sevenakfl them in our f_'9“fes for Fhe_ sake of (_:Ianty. When S|mulat|ng
is also periodic (ji). Combining (i) and (i), it follows th@ach € SuPerposition of periodic flows with different periots

packet belonging to the same flow faces the same waiting tilﬁt@t'sucal data must be gained from several simulatedgeri

in each periodic interval. Therefore, the packet waitimgeti until the procfess/reﬁf)eatsd lated iodi
is deterministic and depends on the phase pattern of the fIQvJn case of on/olt modu qte periodic streams (see Sec-
arrivals within a period. However, different realizatiasfssuch tion IV), the nu.mber.of ﬂO\,NS n the on-phase mainly mfluepce

a process with the same number of multiplexed streatead the packet_ waiting time d|_str|but|(_)n. Th_e refore, many pés

to different phase patterns. Taking into account all pcbesib_mUSt be simulated in a single simulation run to captur7e the
phase patterns leads to a distribution function of the pacR@paCt of .the on/off_ phases. We perform 50 long runs .(10

waiting time. This so-calleah- D/D/1 queueing system hasPacket arrivals), derive the CCDF of the packet waiting time

been studied in [3, Chapter 15.2.1] and can be calculated #}F 'calculate confidencg intervgls from the CC,DFS of the
the following closed-form solution: individual runs. The confidence intervals are again smaill fo

_ probability values of 10° or larger; we omit them in the
P(W > t) = WSS d, a,t) figures.
<n1> <m-dt)m( m.d_t\"1m 4) Validation of the Binomial Closed-Form Solution and
. (1- ) .
(n-1)

the Exponential ApproximationiWe validate the accuracy of

J<m< the above presented approximation methods by simulations.
a—(n—1)-d+t 1 Figure 1 shows the CCDF of the packet waiting time for
a—m-d+t (@) different utilization levelsp and 10 flows. The x-axis shows

the waiting timet as a fraction of the period and the y-

relative offered load must be smaller than ome<(1) and axis |n.d|cat.es the probability thqt papkets wait Iongemtha
The binomial closed-form solution is exact and its curves

the waiting timet must be smaller than the perioti < a). coincide with those from simulations. The curves of the

However, this does not limit the applicability of the forraul . N o
. . . exponential approximation show small deviations from é&os
The formula is computationally expensive for a large humbé

of multiplexed flowsn. Note that Equation (1) yields theO% the simulation for moderate utilization levels of up to

CCDF of the real waiting time while the CCDF of the virtua .:0'7' The approximation quall_ty of both forml_JIae Increases
o . . . . with the number of flows and gives a perfect fit fon > 50.
waiting time is obtained using the same formula fo# 1

instead ofn customers However, the exponential approximation can be safely used
S ... for admission control since it yields an upper bound on the
2) An Approximation Formula for the CCDF of the Wamngreal CCDE
Time: The fo_IIow?ng computati_onally gfficient f‘“?““'a Is a 5) Queu.ing Behavior of Periodic Trafficto understand the
good appro?<|mat|on for Equation (1) if the relative offere ueuing behavior oh-D/D/1 systems, we study the impact
!,Oid F;] 'f]tihllgh e??(lijr?]hti[sr,]”Chapter 15.2.2]. We call it theof the number of multiplexed flows, the period, and the packet
exponential approximation'. size or service time on the packet waiting times.

m a a

We call this formula the “binomial closed-form solution”h&

PW>1) = Wgcpe(nd,at) For the first experiment we keep the packet service time
ot t n.d constant ad=1 ms. We vary the number of the multiplexed
~ exp( i ((n— 1d +1- a)) -(2) homogeneous flows and their periodh such that} is constant

and choose the bandwidih of the link such that that its
3) Simulation of the CCDF of the Packet Waiting Tinféie utilization is p=0.9. Figure 2(a) shows that the waiting time
superposition of periodic flows leads to a non-ergodic ecedecreases with a decreasing period because the period is an
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Fig. 1. CCDF of the packet waiting time for 10 multiplexed flowstet-
mined by simulation, the binomial closed-form solution, anel &xponential
approximation; the system utilizations gpe= {0.5,0.6,0.7,0.8,0.9}; time t

is given as a fraction of the period.

(&) The multiplexed flows have a constant service tiche 1 ms. Their
numbern varies and their period is adapted to produce the same system
load for all curves.

10°

upper bound on the maximum waiting time. Furthermore, we
observe that the CCDF of the packet waiting time of ar
n-D/D/1 system converges with an increasing per@do 5
the one of arM /D/1—w system with the same packet service _ 10
time d=1 ms and system utilizatiop =0.9. However, we %
also observe that th&1/D/1—c system overestimates the =
waiting time of periodic systems dramatically. Therefoite, &
is very important to take into account the periodic struetur 10
of multiplexed flows to calculate the CCDF of their packet
waiting time.

For the second experiment we keep the period constant. V
vary the number of the multiplexed homogeneous flovesd 10 B 01 02 00 Y 05
the packet service time such thain-d is constant. We choose Time t (period)

the bandwidthc of the link such that that its utilization is ) ) ) .
b) The multiplexed flows have a constant pereadTheir numbem varies

p=0.9. Figure 2(b) shows the CCDF for the packet waitingnq their packet service timis adapted to produce the same system load.
time. The waiting time on the x-axis is given as a fraction

(?f the perioda. The fig_ure ShQWS that the packet V\{aiting:ig. 2. CCDF of the packet waiting time for multiplexed periodtreams
time decreases with an increasing number of flows or in othfer a system utilization op=0.9

words, it increases with increasing packet size. Therevane t

reasons for this observation. First, the transmissiorairtstin

the experiments with more flows are likely to be distributed 1) Approximation Formula Based on Effective Packet Sizes
more evenly over a period than the transmission instants ir'(EffPs): We propose a simple approximation for the packet
the experiments with fewer flows. Second, the packet serviggiting time of aYo-ikhi-D/Di/1 queuing system. It is
time d in the experiments with more flows is shorter thaRaseq on the idea of an an effective number of flowsand
in the experiments with fewer flows. Both issues effect thg, effective packet sizber. These parameters are calculated
the traffic in the experiments with more flows is smoother oflom the characteristics of the multiplexed flows. The CCDF
the time scale of a period than in the experiments with fewgf the packet waiting time is approximated by either Equatio
flows. (1) or (2) using the effective number of multiplexed flons

and the effective packet service tirdgi= @ which is derived

C. Yo<i<kNi-D/Di/1. Multiplexing Flows with Identical Pe- fom the effective packet sizee.
riods but Different Packet Sizes

The most intuitive approach defines the effective number of
We consideik classes of flows with the same pericalbut flows by the number of multiplexed flowsji*™e =5 ,_; _ n;
different packet sizeb;, 0<i<k. The corresponding queuingamd the effective packet size by the average packet size
model is denoted by o -D/Di/1 for which Equations biVe= L .5, ;  n-b;. Howeverniutve gngpniuitive

i<k
(1) and (2) are not applicable. significant §§u<}(1derestimate the packet waiting times.
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2) Validation of the EffPs-ApproximationTo validate this
approach, we choose two classes with the same paro20
. ms but different packet sizes dibh =20 bytes andb; =80
o1 015 02 0.05 bytes, and multiplex them onto a link. To facilitate the a®oi
Time t (period) of the experiment parameters, we set the capacity of the link
(a) Utilization p—0.675. such that 16 flows of 64 kbit/s lead to a resource utilizatibn o
p=0.9, i.e., we getta1.138 Mbit/s. We consider 5 different

Neff =

beff =

0 0.05

10° ‘ ‘ traffic mixessp:s; € {1:0,3:1,1:1,1:3/0:1} to assess the
—— Simulation accuracy of the formula for a link utilization gf=0.675 and
o - - - EffPs—Appx p= 0.9
10 "+ ] =VU.J.

Figures 3(a) and 3(b) show the CCDF of the packet waiting
time for the considered traffic mixes. Multiplexing flows it
only 80 byte large packets leads to the longest packet waitin
times while multiplexing flows with only 20 byte large packet
leads to the shortest ones. The waiting time for the traffic
mixes lies in between. For a utilization pf=0.9, the packet
waiting time is larger than fop=0.675. The quality of the
presented approximation is relatively good in all consider
scenarios. However, the accuracy of the formula is limifed i
only a small number of flows are multiplexed, eng=10, or if
0 005 01 015 02 025 03 035 04 packet sizes extremely differ, e.dpo=20 bytes and; =500

Time t (period) bytes or larger.

(b) Utilization p=0.9.

D. Yo<i<kNi-Di/D/1: Multiplexing Flows with Different Pe-

! ) ) o riods but Identical Packet Sizes
Fig. 3. Approximated and simulated CCDFs of packet waiting tohe . . ) .
So<i<kNi-D/Di/1 system; the link bandwidth is 1.138 Mbit/s, the flows have We considek classes of flows with different periods, 0<

a common period 0&d=20 ms but different packet sizes li§=20 bytes and j ~ k put the same packet sizes The corresponding queuing
b1 =80 bytes. model is denoted by o ni - Di/D/1.
1) Approximation Formula Based on Effective Periods
(EffPd): We propose the following simple, new approximation
which is based on the effective periady. This is calculated
using the proportion of the traffic volumr$ of classwith

respect to the overall traffic volume; = *a"rjﬁ and

20§J<ka7-

We propose a different approach which is given by Equa- Qeff = Z S 4. (7)
tions (3) — (6). It computes the effective packet sb‘é%p O=i<k
by averaging packet sizes of the multiplexed flows weightéfe use the effective periodes, the packet service time
by their contribution to the overall multiplexed traffic. &h d:%, and the number of multiplexed flows= 3.y ni as
effective number of flowss is chosen thabe homogeneous parameters for Equation (1) or (2) to calculate the CCDF of
flows with packet sizé;” produce about the same traffic rateéhe packet waiting time.
as the multiplexed flows in the queue. Finally the effective 2) Validation of the EffPd-ApproximationTo validate this
packet size is adjusted that the same traffic rate is exactlgproach, we choose two classes with the same packet size
met. The rationale behind this cumbersome computationkis-20 bytes but different periodsy=5 ms anda; =20 ms
the fact that Equations (1) and (2) require integer values fand multiplex them onto a link with a capacity of=1.138
the number of flows. Mbit/s. We consider 5 different traffic mixe®:s; € {1:0,3:
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1,1:1,1:30:1} to assess the accuracy of the formula for eomputationally demanding, the new method is simple, fast,
link utilization of p=0.675 andp=0.9. and has no known instabilities. The packet waiting time is
at a utilization ofp = 0.9 clearly larger than gb=0.675. In
both cases, the EffPd-approximation and the VR-methodiyiel
10 ‘ ‘ ‘ upper bounds for the CCDFs, therefore, they can be used for
T omwaton admission control purposes. For links with larger bandwidt
107 < - - -EffPd-Appx| | the accordance of the approximation and the simulatioriteesu
’ improves. However, the accuracy of the formula is limited if
only a small number of flows are multiplexed, eig= 10, or
if periods extremely differ, e.gap =10 ms anda; =100 ms
or larger.

E. So<i<kNi-Di/Di/1: Multiplexing Flows with Different Pe-
riods and Packet Sizes

We considek classes of flows with different periods and
different packet sizek;, 0<i<k. The corresponding queuing
1 K e model is denoted by o ni-Di/D;j/1.
15 2 1) Approximation Formula Based on Effective Packet Sizes
and Periods (EffPsPd)We propose the following new approx-
(a) Utilization p~0.675. imation which is based on the concepts of effective packet si
and period. First, the effective period is calculated aditay to
10 e ‘ ‘ ‘ T Equation (7). Then, the contributics of classi to the overall
) W 73;’;‘_“,\"2?& multiplexed traffic is calculated by
3 - - - EffPd—-Appx| 1 ni-bi
S = & nib; ° (8)
So<j<k &

0 05 1
Time t (ms)

The rough estimatéiy® of the effective packet sizes is

calculated based on Equation (4). It is used together with th
effective periodaesf to compute the effective number of flows

by

VAR bi  aef
e\ ooy N o) N — - !
1074 R R N Neff = L ni-—- btmpJ : 9)
6 ‘ ‘ ‘ \ ‘ \ ‘ AN B 0<i<k a' eff

0 0.5 1 25 3 35

TiLn?e t (r%s) The effective packet size is adjusted to produce the same
system load by
(b) Utilization p~0.9. b
i Qeff

bert = oot (10)
Fig. 4. Approximated and simulated CCDFs of packet waiting tohe 0<i<k 8 Neff
So<i<kNi-Di/D/1 system; the link bandwidth is 1.138 Mbit/s, the flows have_. . .
common packet sizes df=20 bytes but different periods @ =5 ms and Finally, we use the effective number of multiplexed floms,

a; =20 ms. The traffic mixg : s is indicated in the figures. the effective packet service timd@ﬁ: b%ff, and the effective
Figures 4(a) and 4(b) present the CCDF of the packet waiteriod agf as parameters for Equation (1) or (2) to calculate
ing time derived by simulation, our new EffPd-approximatio the CCDF of the packet waiting time.
and the complex VR-method [3]. Multiplexing homogeneous 2) Validation of the Proposed Approximatioo validate
traffic with only short periods ofag =5 ms leads to the this approach, we choose two flow types with the same bitrate.
shortest packet waiting times while multiplexing traffictivi They have different periodag=10 ms anda; =40 ms and
only long periods ofa; =20 ms leads to the longest onesdifferent packet sizedy=20 bytes andb; =80 bytes. We
The waiting times of the traffic mixes lie in between. Thenultiplex them onto a link with a capacity cf=1.138 Mbit/s.
curves of the VR-method are close to the simulation resulis/e consider 5 different traffic mixesp:s1 € {1:0,3:1,1:
Our new approximation EffPd-Appx deviates significantlyl,1:3 0:1} to assess the accuracy of the formula for a link
more from the real values, especially for the traffic mixestilization of p=0.675 andp=0.9.
3:1 and 1:1, but it is sufficiently accurate to get a rough Figures 5(a)-5(b) present the CCDF of the packet wait-
estimate of the packet waiting time. As EffPd-Appx yielding time derived by simulation and our new EffPsPd-
an upper bound on the CCDF, it may be used for admissiapproximation. Both traffic types have different queueing
control purposes. While the VR-method experiences numnerigaoperties. Multiplexing traffic with longer periods anddeer
difficulties for some delay values and is algorithmicallydanpacket sizes yields longer waiting times. The simulatiovesi
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We modify the equations presented above to calculate the
CCDF of the packet waiting time under these conditions.

A. Modelling Compressed Voice Traffic

Many voice codecs like G.723.1 [5] or GSM 06.10 [6] use
silence detection and suppress the generation of packets wh
the speaker is silent. Their output stream is basicallyopiri
with interruptions leading to an on/off stream which is also
called an on/off modulated periodic stream.

We have parameterized a simple two state on/off model for
G.723.1 traffic in [23]. The packet payload is 24 bytes and
packets are sent every 30 ms. The duration of the on/off ghase
are geometrically distributed with a mean®fD,, =10.43 s
andE[Dei] =13.09 s which leads to a flow activity probability

of a:%:O.M%Z. Thus, silence detection reduces
the flow rates on average to 44%.

The model in [23] differs from other models in literature by
longer on/off phases. They capture the packet generation on
Simulation the time scale of sentences whereby some missing packets
- - - EffPsPd-Appx are just disregarded. In contrast, mean durations of only
] E[Don] =0.352 s andE[Dof] =0.650 s are reported in [20].
Such values are obtained when phase lengths are determined
by strictly contiguous on/off phases. However, [23] shokat t
the queuing behavior of the source model with the long phase
durations approximates the one of compressed voice traces
better than the source model with short phase durations. In
particular, long phase durations describe the autocdioela
of the series of generated and suppressed packets within flow
traces better than short phase durations.

because it captures the length of whole sentences that may
6 5 10 1 contain small pauses. This results in only a few missing
Time t (Ms) packets during an on-phase. In contrast, mean durations of

(b) Utilization p—0.9. only E[[_)(,n] =0352 s andE[Dog] =0.650 s are reported ir_1
[20] which are obtained when phase lengths are determined
Fig. 5. Approximated and simulated CCDFs of packet waiting tihe by St”_Ctly contiguous on/off pha;es. However, the queglng
So<icki - Di/Di/1 system; the link bandwidth is 1.138 Mbit/s, the flowsb€havior of the source model with the long phase durations
have periods oby=10 ms anda; =40 ms and packet sizes bf=20 bytes gpproximates the one of compressed voice traces better than
andb, =80 bytes. The traffic mix, : s, is indicated in the figures. the source model with short phase durations [23] becausg lon
phase durations describe the autocorrelation of flow traces

are above the approximated curves which means that EffPsIg ter than short phase durations. .
hen several such on/off streams are multiplexed onto a
Appx cannot be used as an upper bound on the real CCDF.

However, for practical problems they may be useful to get asr|]ngle link ‘and if the sum of the peak rates of the multi-

estimate of the waiting time given the fact that no altexeati plexed flows do not exceed the link bandwidth, the average

. . . link utilization is at mosta = 0.44332. Therefore, the link
exists and that th1/D/1 queue heavily overestimates th qandwidth may be overbooked which introduces the risk of

waiting time. This observation holds for both moderate ar{emporary overload when the number of active flows varies.

high utilizations of p =0.675 andp =0.9. The limitations Then, a queue arises and packets can face significantlyr large
of EffPsPd-Appx are inherited from EffPs-Appx und EffPd- _~."' = ; ; : .
Appx. wamng times than in a multiplexing systgm_wnh copstant

bitrate sources. Therefore, the second objective of thikkwo

TRAEEIC IN THE PRESENCE OFOVERBOOKING scenario by a simple approximation formula.

B. Modulated nD/D/1: Multiplexing On/Off Periodic Flows

In this section, we review quantitative models for on/offVith Identical Periods and Packet Sizes
traffic with a periodic base structure. When such flows are We review a method from [3] to calculate the CCDF of
multiplexed, overbooking can be applied to save bandwidtthhe packet waiting time for multiplexed on/off flows without

Time t (Ms)
(a) Utilization p=0.675.

10°
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overbooking. We extend it to the case with overbooking
validate the new method by simulations, and compare it 10
results with the fluid approximation by Anick-Mitra-Sondhi
(AMS) [13] P --- ‘-"-”“‘-r,‘-m","‘"U,"”"T.TH"‘-.‘7:0‘-”7”_‘.'”7”'”_”77.‘
1) CCDF for Multiplexed On/Off Flows without Overbook-
ing: The modulatech-D/D/1 queue in [3, Chapter 15.2.4] 10
addresses the superposition of exactlpn/off sources with
a voice activity factor ofa. They essentially calculate the
probability py, of m active flows by

pm=P(nm )= (”) A (1—ah a1
m —— Simulation
and computeP(W >t) by ---AMS

““““ OnOff-Appx|
P(W > t) _ ZOSmSnm‘ pm'V\bCDF(m>d>avt) ] (12) 1 0 2 4 6 8 10 12
2 0<m<nM- Pm Time t (ms)
ForWecpr We can use either Equation (1) or (2). The approach (@) n=20 multiplexed flowsc=116,90,77 kbit/s link bandwidth.
presented in [3, Chapter 15.2.4] requires that the maximur

offered relative traffic loadpmax= "9 is smaller than 1; 10

21 g Ay |

P(W >t)

10

—— Simulation

otherwise,Wecpe(m, d, a,t) is not deafined. Hence, it is not ---AMS
possible to calculated the CCDF of the packet waiting timeo | i\~ | OnOff-Appx
multiplexed on/off traffic in the presence of overbooking. "

2) Approximative Solution for Multiplexed On/Off Flows _ 10 ¢ =0.74

with Overbooking (OnOff-Appx)To approximate the CCDF ‘/,'\'\
of the packet waiting time for multiplexed on/off flows = [ " 177{ 77"
with overbooking, we propose to modify the CCDF &
Weepr(m, d, a,t) for the packet waiting time for periodic flows 10
by Wecpr(m,d,a,t) =1 for pmax= "¢ >1. Then, we apply
Equation (12) also wherfi“;i—d > 1 provided that the average
load of the system does not exceed its capacity.

3) Validation of the Proposed Approximatiofwe validate 10 : : ‘

I ; o 6 8 10 12

the approximation method of Section IV-B2 by comparing its Time t (ms)
resulting CCDF with the one from simulations and from the
AMS method introduced in Section II-B1. To that end, we
multiplex on/off flows with a period 0d4=30 ms, a packet size _ _ _ N
of b=24 bytes, and an activity factor 6f=0.44332. ThUS, the  qnoftmoduiatech-D;/ 1 system wih G.723.1 trafhcs the muliploxed fows
flow rates are no longer constant and, therefore, we deal wiitive common periods @=30 ms, packet sizes &f=24 bytes, and a voice
average rates. We dimension the capacity of the link sudh tiRgivity factor of a=0.44332.
its average utilization igpayg< {0.49,0.63,0.74}. This value
Pavg is rather a long-term average and differs from varyin o
short-term averages. To obtain them, the link bandwidtteis ggarger._ Forn=20 flows, the new approximation captures the
to c€{116,90,77} kbit/s for n= 20 multiplexed flows and to behaVIor_ of the CCDFs qualltatl_vgly, but significant deizias
ce {579,450,383} kbit/s for n =100 multiplexed flows. This t© the IS|ml_JIated curves are visible. Fore=100 flows, the .
setting covers a wide range of long-term utilization valtrest @Pproximation results of our new method are already quite
are of interest when transmission capacities are overlaibbge accurate as they almost coincide with the results from simul
on/off traffic. tions. The overload probability fqvayg=0.49 andpayg=0.63

Figures 6(a) and 6(b) show the CCDFs of the packet Waitir‘ﬁ now so small that we do r?ot obs_erve the hori_zontal line,
times. They look different from those for multiplexed stijc 1-€-» the overbooked system is not likely to run into severe
periodic traffic. Instead of decaying quickly, they coneetg congestion. The approximat.ion.result is better than the one
a certain probability value which is about the probabiliwatt from the AMS methods as this disregards packet scale queuing
overload occurs on the overbooked link. This probability igompletely and yields, therefore, too short waiting timmesst
also approximated by the AMS method, but our approach alghthem are zero. However, AMS serves as lower bound for
well captures the course of the real curves to that threshoige real CCDF.
This threshold increases with increasing average ufiimat We choose the rather small values of the link capacities
since the links in our experiment have then less bandwidth ttw show that our approximation works well also for a small
carry the same traffic, i.e., the likelihood for overloaddmes multiplexing degree, which in general limits the accurady o

-6

(b) Nn=100 multiplexed flowsc=579,450, 383 kbit/s link bandwidth.
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these approximation formulae. For more thas 20 multi-

ification in Section IV-B2 to this problem by considering all

plexed flows and larger bandwidths the approximation accpessible patterns of active on/off flowsy,...,mx_1) together

racy improves. The applicability of this method is also tieai

with their likelihood p(my, ..., mMk_1) =Mo<j<kP(ni, m, o) (see

to sufficiently long on/off periods, i.e., very short on/offEquation (11)). For each such pattern we can calculate the

periods do not lead to excessive queuing delay. However,

BEDF of the packet waiting tim@tcpr(mo, ..., M_1) accord-

formula is applicable when the traffic has the charactesstiing to the approximation presented in Section IlI-E1. Then,

of compressed speech.

—— Simulation
o - - - General-Appx

10

1072
=
A
= 10
N—r
o

107

10°%

10° : :

0 2 4 6 8 10
Time t (Ms)
(a) Utilization payg~0.65.
10° : :
— Simulation
a - - - General-Appx

10 F

10—27 ——————————————
o b N T Ty
P T N e
; 10
b N &\ W VI
o

107

w° A\~

1076 L L

0 2 4 6 8 10
Time t (ms)
(b) Utilization payg~0.8.
Fig. 7. Approximated and simulated CCDFs of packet waiting tohen

on/off modulatedy o<j_ni - Di/Dj/1 system; the link bandwidth is 1.138
Mbit/s, the flows have periods @b =10 ms anda; =40 ms, packet sizes of
b=20 bytes and=80 bytes, and activity factors @fp=0.75 anda; =0.375.
The traffic mixsy : 1 is indicated in the figures.

C. Modulatedy o<« - Di/Dj/1: Multiplexing On/Off Peri-
odic Flows with Different Periods and Packet Sizes

In a more general case, we multiplexdifferent classes of

the CCDF of the packet waiting time for multiplexed on/off
traffic can be approximated b§(W > t) = % where the
expressions for the numerator and the denominator are

Xoun= (p(rno7...,n1<_1)~(z m) -

0<mp<ng0<mmy_1<ng_1 0<i<k

VVCCDF(n'ba---arrkfl))
Xdenor (p(nbv M) - ( Z m)) (13)

0<mp<ng0<mmy_1<ng_1 0<i<k

2) Validation of the Proposed Approximatiohe validate
the General-Appx approach in a similar way as in Sec-
tion llI-E. We choose two classes with different peri@gs-10
ms anda; =40 ms, packet sizeby =20 bytes andb; =80
bytes, activity factorsrp=0.75 anda; =0.375, and multiplex
them onto a link with a capacity af~1.138 Mbit/s. We con-
sider 5 different traffic mixesp:s; € {1:0,3:1,1:1,1:30:1}
to assess the accuracy of the formula for link utilizatiofis o
Pavg=0.55 andpayg=0.8.

Figures 7(a)-7(b) show the CCDFs for all considered traffic
mixes. Traffic mix 1:0 has the shortest packet waiting time
and traffic mix 0:1 has the longest one, the others are in
between. We observe a similar behavior regarding horitonta
lines as in Figures 6(a)—6(b). However, there, the differen
overload probabilities, i.e. thg-value of the horizontal lines
are caused by different average utilizations while theediff
ences in Figures 7(a)—7(b) are caused by the differentityctiv
factorsag anda;. For small utilization values, the overload is
unlikely and Appx-General captures the packet waiting time
quite well. The accordance of the results from approxinmatio
and simulation is rather good for all investigated traffices
and utilization values. The match of the simulated and appro
mated curves even improves for larger link bandwidths. Appx
General inherits its limitations from EffPsPd-Appx and GhO
Appx, i.e., the CCDFs are inaccurate for a small number of
flows with extremely large differences in packet sizes and
periods or if the durations of on/off phases are rather short
e.g. 1 s or smaller.

V. CONCLUSION

The first contribution of this work are new simple formulae
to calculate the CCDF of the packet waiting time of multi-
plexed periodic flows with different periods and packet size
We showed by extensive simulations that they are suffigientl
accurate if periods and packet sizes differ by an order of

on/off modulated periodic flows. Streams of different ctsss magnitude. Complex formulae already exist for that obyegti

i send with different periods;, different packet sizeb;, and
different activity factorsa;, 0<i<k.

but they are hard to implement while our methods are simple
and, therefore, well applicable in practice.

1) Approximation Formula Based on the Pattern of Active The second contribution of this work is the extension of the
Flows (General-Appx)We extend Equation (12) and its modformulae mentioned above to on/off traffic. Such a formula
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