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Abstract. The self-protecting multipath (SPM) is a simple and efficient end-
to-end protection switching mechanism for transport networks. It digg#the
traffic of a demand between two nodes according to a specific load badanc
function over several disjoint paths and redistributes it if one of them f&iile

load balancing functions can be optimized so that backup capacity in thenketw
is optimally shared by multiple demands in various failure scenarios. Asudtre
resilience against all link and node failures can be achieved with only littla extr
capacity and in capacitated networks more protected traffic can beccaitte

the SPM than with other resilience mechanisms. The SPM is rather simple which
facilitates its deployment in practice. This chapter explains the SPM in detail,
distinguishes it from other, similar mechanisms, shows how the load ladpnc
functions can be optimized, and illustrates the superior performance &RM.

1 Structure and Operation

The self-protecting multipath (SPM) has been first publishe[1]. It carries a traf-
fic demandd between two routers in a network and protects the transomissjainst
network failures. The path layol®q = (p3, ...,plgd‘l) of the SPM for a demand
d consists ofk, disjoint parallel pathgy that are explicitly established between two
routers as depicted in Figure 1. The traffic is distributeerdtiem according to a load
balancing functiorlf; that indicates the traffic fraction that should be carrieer@ach
of them. If paths fail, the source node sees a patiigrof failed and working paths in
the SPM for demand and redistributes the traffic over the working paths accwydd
another SPM-specific load balancing functl‘lgnthat depends on the observed failure
patternfy. Thus, the SPM redistributes traffic only when one of itsiphpaths is af-
fected by a network failure. To detect a failure pattérnthe source node must check
whether each partial path within a SPM is working. This alsdudes partial paths that
do not carry any traffic. They act as sensors in the netwoxle fedback about the
network health, and can also trigger traffic shifts if thei. fa

When the traffic matrix and the link capacities are given foeawork, the routing
and the load balancing functions of the SPM can be configurethioptimized way
so that link utilizations are low under normal conditionglam failure scenarios. This
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Fig.1. The SPM distributes the traffic of a demantl over k; disjoint pathsPq =
3, ..., pf;d_l) according to a load balancing functidfy which depends on the pattefs of
failed and working paths.

requires that the transmission capacity of the links canhaeesl by different paths.
Similarly, joint capacity provisioning and SPM configumatican minimize the required
backup capacity in networks where links still need to be oned with capacity.
To quantify and compare “backup efficiency”, we use the maximiink utilization
in capacitated networks and the required backup capacityalized by the primary
capacity in uncapacitated networks.

The SPM can be implemented by any connection-oriented canuaition technol-
ogy that allows to establish disjoint partial paths. Backffiziency can be realized only
when transmission capacity can be shared among differéins. ddultiprotocol Label
Switching (MPLS) technology has has theses features. Tdretet is interesting to
implement the SPM in MPLS. The disjoint paths can be set uplzed switched paths
(LSPs) between a pair of routers, and the head-end routiibdigs the traffic over
these LSPs according to a load balancing functfprAs an alternative, the SPM may
also be implemented in Carrier Ethernet technology.

1.1 Basic SPM

The basic SPM uses load balancing functiéfpshat partition traffic rates arbitrarily.
However, this cannot be easily achieved in practice. Paakket single flow should
be forwarded over the same interface to avoid out-of-orééivery at the destination.
Therefore, simple packet-based round-robin mechanisrmagtensions of them cannot
be used. Instead, hash-based load balancing algorithnmargaa that packets of the
same flow are forwarded over the same interface [2]. Theswitgs achieve a de-
sired split ratio only in the long run with possibly signifitadeviations at particular
instances. Therefore, it is rather hard to realize a desiedfic distribution with suffi-
cient accuracy on a short time scale.

1.2 Integer SPM (iSPM)

The integer SPM (iSPM) constrains the load balancing fondf; to values 0 and 1,
i.e., the traffic between two routers is carried only ovemagls partial path. Hence, the
load balancing functiotf, becomes a path selection function. In contrast to the basic
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SPM, the iSPM does not need complex load balancing algositievertheless, the
iISPM has about the same backup efficiency as the basic SPkGiakp in networks
with a small or moderate node degree [3].

1.3 Failure-Specific SPM (fSPM)

The failure-specific SPM (fSPM) is another obvious extemgbthe basic SPM. Its
source node uses a load balancing function that requirelsriv@ledge of failed ele-
ments on the paths instead of the failure patfgranly. Thus, the source node requires
a different load balancing function for every possible camabon of link and node
failures that affects the multipath structure of the SPM ialigs on the fact that this in-
formation can be quickly provided to the source node undkmréaconditions. Hence,
the fSPM is significantly more complex than the basic SPM eli8PM. However, the
fSPM can hardly increase the backup efficiency of the basikd BIp.

2 Comparison with Other Resilience Mechanisms

We compare the SPM with various other resilience mechanikatsare applicable in
similar environments as the SPM or that have a similar airedg].

2.1 Resilience Mechanisms for Similar Environments

The SPM is a resilience mechanism for packet-switched camgation networks that
allow capacity sharing among arbitrary flows on their linkée give a brief overview
of some other mechanisms that are applicable for the sani@ement.

IP Routing and Rerouting In intra-domain IP networks, routing follows the least{cos
paths according to administrative link costs. They are togtest paths with respect to
this cost metric. The hop count metric sets all link costs tnd leads to the shortest
paths in terms of hop count. In case of a failure, distributeding algorithms find the
next shortest paths and connectivity is restored after sioneg(in the order of seconds).
Thus, restoration is used, i.e., backup paths are not eégtaetla priori but only when
needed. The SPM is intended to react clearly faster (in tHerasf 100 ms), and its
failover time depends mainly on the failure detection time.

Several least-cost paths possibly exist for a source anihdgsn pair. Single short-
est path (SSP) routing chooses just one of them for data fdmgwhile equal-cost
multipath (ECMP) routing splits traffic equally over all @rfaces that are part of a
shortest path to the destination. Equal-cost paths areetassarily disjoint, but may
consist of partial paths that fork and join several times.

The path layout of IP routing can be controlled only indihgfly assigning appro-
priate link costs to links. Modifying the cost of a singleKipossibly changes layout
of paths between several source and destination pairsn®@wectopology, the link ca-
pacities, and the traffic matrix of a network, the link cosia be optimized so that the
maximum utilization of all links in the network is minimizdsbth under failure-free
conditions [6] and for a limited set of failure scenariosdJ,Optimization can also be
performed using other objective functions besides the mami link utilization [9].
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End-to-End Protection Using Explicit Primary and Backup Paths In connection-
oriented networks, a disjoint backup path can protect tresmnission of traffic on a pri-
mary path. This is called end-to-end protection. The digjprimary and backup paths
are established at the time of the connection setup. Thesmaode detects whether
the primary path fails and then switches the traffic from thmpry to the backup path.
This principle called protection switching requires thédhiure on the primary path is
detected and reported to the head-end node, and works asit&hd-to-end protection
is a wide-spread principle and is applied, e.g., in MPLS oétg.

The SPM also implements end-to-end protection. Howegepadttial paths are not
explicit primary and backup paths. They are rather equaksall of them can basically
carry traffic in failure-free and in failure scenarios whishdetermined by the load
balancing function. Moreover, the primary/backup pathaegt deviates traffic from
the primary path to the backup path only when the primary feith while the SPM
may also redirect traffic when one of its paths fails that demscarry any traffic. The
primary/backup path mechanism can be optimized by choaaingppropriate layout
for the primary and backup paths. The SPM has additionakdsgyf freedom: the path
layout for multiple paths and the load balancing functiamsdifferent failure patterns
can be chosen. This makes the SPM more flexible than the mienargfbackup path
concept.

MPLS Fast Reroute MPLS fast reroute (MPLS-FRR) provides faster protection in
MPLS networks than end-to-end protection [10]. FRR techegyin general achieve
fast protection since nodes detecting a failure immediat&ltch traffic to backup paths
instead of notifying the source node. This requires baclathgpstarting at every node
along an LSP. Two options exist: facility backup [11] and va@ne backup [12]. Fa-
cility backup installs local bypass LSPs around links andasoto implement link and
node protection. One-to-one backup is LSP-oriented artdlisgletour LSPs starting
at every node of an LSP and ending at its tail-end router. @oge the number of con-
nection states in the routers, the detour LSPs can be mergedha merge point when
they share the same downstream paths.

IP Fast Reroute The end-to-end protection and MPLS-FRR techniques aredl@se
the connection concept. Therefore, they are not applicabtonnectionless IP net-
works. To achieve faster protection than IP restoratiorfal® reroute (IP-FRR) pro-
vides local backup paths [13]. If a next hop fails in an IP reatyloop-free alternates
(LFAs) [14, 15] deviate traffic to alternative neighbor nedkat can route the traffic to
the destination without using the failed node. Such altér@eaodes do not always ex-
ist and, thus, LFAs cannot achieve protection of all link ode failures. In the not-via
mechanism [16], a special address is used to tunnel a pdeketricounters a next-hop
failure on its path and guides it to the next-next-hop wheeegacket is decapsulated.
As aresult, the backup path layout of not-via addressemisissito the facility backup
option for node protection in MPLS-FRR. More approachestdgir—19], but they are
currently not being standardized so that it is not likely¢e hem deployed in the near
future.
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Other Mechanisms The authors of [20] propose a set of optimum primary and backu
paths. Their assumption is that any node is informed abdletfalements in the net-
work and can activate failure-specific backup paths thatadmeed to be disjoint. This
is quite complex since it requires fast dissemination otefalure information through
the network during outages and source nodes possibly neaitich traffic although
none of its paths has failed. In contrast, the SPM switchegdtfic to other partial
paths only if its source node detects that at least one ofit$ah paths is broken. Seg-
ment protection [21] protects subpaths by backup paths eeskpts thereby a hybrid
between link protection and end-to-end protection.

2.2 Resilience Mechanisms with Similar Structures

There are various other mechanisms for resilience andaeffijineering that take ad-
vantage of explicit multipath structures [5]. To avoid aasibn with them, we present
them and explain differences to the SPM.

Demand-Wise Shared ProtectionDemand-wise shared protection (DSP) is a surviv-
ability concept initially proposed in [22] for optical netnks. A demand is the entirety
of flows between two nodes. Bandwidth for a specific demandssmwed on several
paths in the network. It is dedicated to particular flows aad pf it is reserved for
backup purposes. If one of the paths fails, the flows areeettid over other paths be-
longing to the same demand. The backup bandwidth is shalgdaorong the flows

of the same demand. In contrast, the SPM takes advantag@adigasharing among
flows with different source or destination nodes.

Protection Cycles Protection cycles (p-cycles) [23] have been originallygosed
for ring-based optical networks where the transmissioadation can be reconfigured
within milliseconds. Thus, they are suitable for physiegldr protection scheme, e.g.,
WDM or SONET networks, but they can also be adapted to be usetthér technolo-
gies.

Figure 2 explains the idea of p-cycles. If an on-cycle lirilsfgrotection is achieved
by operating the cycle in the opposite direction. If a stiedgdlink or path fails, its
traffic can be rerouted over both parts of the cycle. Henaggtes provide local pro-
tection. This requires fast signalling so that backup resesican be signalled on de-
mand. Backup resources are not dedicated to specific coongdb advance. There-
fore, backup capacity sharing among different conneci®pessible. The p-cycles can
be configured so that protection with only little backup aafyecan be achieved. While
p-cycles require cycle-oriented resource managemengRid does not need to follow
such rules.

TeXCP TeXCP [24] is rather a dynamic traffic engineering mechaniisam a pro-
tection mechanism. It distributes traffic over a multipatlusture consisting of single
paths between source and destination. A load balancingitiigoadijusts the traffic dis-
tribution over the paths according to feedback from prokeesalong the paths. The ob-
jective of this method is to minimize the maximum link utdiron in the network. The

Chapter in “Recent Advances in Providing QoS and Relighiitithe Future Internet Backbone”, Nova Science Pub., 2Qddhe 5



e ' Straddling

Fig. 2. Protection byp-cycles for on-cycle links and straddling paths.

multipath structure consists of not necessarily disjoathp and can be implemented,
e.g., by MPLS. In contrast, the SPM has pre-configured lodahbang functions and
can redistribute traffic quickly in case of a failure.

3 Optimized Configuration of the SPM

The optimization of a resilience mechanism improves itfigomation so that it works

well for a limited set of protected failure scenari§s e.g. all single link and node
failures. There are various optimization goals. For capsax networks, the maximum
utilization of all links in all protected failure scenarigsshould be minimized for a
given traffic matrix and link capacities. For network plamgi when links are not yet
provisioned, the overall link capacities required to catrg traffic under failure-free
conditions and in all protected failure scenarios shouldnirémized. The overall link

capacity is just one example and other objectives like llagtan costs can be of more
interest.

The configuration of the SPM comprises both the path layoditiamload balancing
functions that depend on the pattern of failed and workingar heir joint optimiza-
tion is possible, but it is computationally not feasiblerimedium-size or large networks.
Therefore, we present a linear program for the optimizatiiothe load balancing func-
tions which can be applied if the path layout of the SPM isaayegiven. We first
explain how an appropriate path layout can be obtained f@Ri, then formalize the
structure of the SPM, and eventually explain how the loadrizihg functions for the
basic SPM can be optimized for various objectives usinglimeograms. The section
closes with some remarks about optimization of iSPM and fSPM
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3.1 Path Layout

The SPM consists of disjoint paths so that the remainingspath still working if a
single path fails due to the failure of a single network eletmaA very intuitive method
to find link- or node-disjoint paths in a network is based anghortest path algorithm.
The disjoint paths are obtained iteratively: once a shopath between a pair of nodes
is found, its links and interior nodes are removed from thmlogy. When no addi-
tional path can be found, the algorithm stops. This simpfg@gch cannot always find
disjoint paths (see Figure 3(a)) although a disjoint patist®n exist, or it may not al-
ways find the shortest disjoint paths (see Figure 3(b)). dfoee, disjoint-shortest paths
algorithms should be used. A good overview can be found imBag’s book [25]. The
k-disjoint shortest paths algorithm finds upktehortest paths if so many are available
in the network. Setting: to a smaller value yields fewer disjoint shortest paths with
possibly shorter path lengths.

- /e—»_.—».\

e > e 'é > e o > = 'g > =
(a) A disjoint path cannot be found. (b) The length of the shortest disjoint paths is
increased.

Fig. 3. Impact of the wrong selection of the first shortest path.

3.2 Modelling SPMs for Linear Programs

We formulate linear programs for the optimization of theddzalancing functions.
To that end, we present some general notation and converftiorthe description of
network concepts, failure scenarios, and load balancingtions.

General Notation Let X be a set of elements, th&t is the set of allz-dimensional
vectors andX"”*™ is the set of alln x m-matrices with components taken frakh
Vectorsx € X" and matricesX € X"*™ are written bold and their components are

written as
xo oo 0 To,m—1
x:<:>andX:< : : )
Tn—1 Inil,l] 1n71.,'m,71

The scalar multiplicatior- v and the transpose operatbrare defined as usual. The
scalar product of twai-dimensional vectors andv is written with the help of ma-

n—1

trix multiplicationu’v = "7 u; -v;. Binary operators € {+,—,-} are applied
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component-wise, i.en o v = (ug o vg, ..., Up1 © vn_l)T. The same holds for rela-
tional operators € {<,<,=,> >}, i.e.uovistrueify 0<i<n: u; o v; holds. For
simplicity reasons we define special vectors (0,...,0)" and1=(1,...,1)" with
context-specific dimensions.

Network Concepts A network N' = (V, &) consists ofn = |V| nodes andn = |£]
unidirectional links. The links are numbered i < m and represented as unit vectors
e; € {0,1},i.e.,(e;);=1if i=4, and(e;); =0 if i j with 0 <j <m. We denote the
traffic aggregate between routers= V andv; € V by the demand = (¢, j) and the set
of all demands byD ={d = (i,5) : 0<1i,j <n andi # j}. The traffic rate associated
with each demand e D is ¢(d) and is given by the traffic matrix.

A single pathp between two distinct nodes is a set of contiguous links seprd
by alink vectorp € {0, 1}™. The path layout of an SPM for demauids a multipathP 4
that consists ok, single path:pid for 0<i < k4. They are link- and possibly also node-
disjoint except for their source and destination nodes. mMh#ipath is represented by
a vector of single pathPq = (p9, ...,p‘(;dfl). Thus, a multipath is described by a
matrix Pq € {0, 1}™>*a,

Failure Scenarios A failure scenarios is given by a set of failed links and nodes.
The set of protected scenariSscontains all outage cases for which the SPM should
protect the traffic from being lost and also the failure-fseenarid). The failure indica-
tion functiong(p, s) yields 1 if a pattp is affected by a failure scenarigotherwise, it

-
yields 0. The failure pattern of a multipakty is the vectofy(s) = (¢(pg, S)yeens ¢(pf§d*1, s))

and indicates the failed single paths in failure scenarithus, with a failure pattern of
fq =0, all paths are working while fafy =1 connectivity cannot be maintained by the
SPM.

Normally, all demandgl € D are active. If routers fail, some demands disappear
which leads to a traffic reduction that is expressed by thertascenario specific set of
aggregate®,.

— No Traffic Reduction (NTRWe assume hypothetically that failed routers lose only
their transport capability for transit flows but they ardl athle to generate or receive
traffic. Therefore, we hav®,=D.

— Source Traffic Reduction (STRIf: a certain router fails, all demands with this
source node disappear.

— Full Traffic Reduction (FTR)We assume that demands with failed sowrcdesti-
nation are stalled.

Load Balancing Functions For each demandc D there is one SPM, and each SPM
has a load balancing function to distribute the traffic ofliesnandi over itsk,; disjoint
paths. If certain paths fail, which is indicated by the fedlipatternfy(s), the load
balancing function shifts the traffic to the remaining waikipaths. Thus, the SPM
needs a load balancing functidfp for each failure patterfy € {0, 1}*<. It should be
optimized for all failure patterngs = {f4(s): s € S} that occur in the protected failure
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scenarios € S. Since the load balancing functidf € (R )*+ describes a distribution,
it must obey
171 =1. (1)

Furthermore, failed paths must not be used, i.e.

fq 15 =0. 2)

3.3 Optimization of Load Balancing Functions for Capacitaed Networks

We present a linear program to optimize the load balancingtfans for all SPMs in
a network so that the maximum utilizatign, ., of all links in all protected failure
scenarios € S is minimized [26]. The assumption is that all link capaatend the
traffic matrix are given and that the path laydg,d € D is also provided for all
SPMs.

The bandwidths are denoted by a vedsoe (R )™ which carries a capacity value
for each link. Similarly, the vector indicating the traffiates on all links, which are
induced by a specific SPNP4, a load balancing functiotf;, and a specific failure
patternf € 73, is calculated byPq - 1, - ¢(d).

In packet switched networks, resources are not physicallnt to traffic aggre-
gates. If traffic is rerouted due to an outage, the releassmirees can be immediately
reused for the transport of other traffic. Under this assionpthe capacity constraints
are

VseS: Z Pd . lfid(S) ' C(d) Sb * Pmaz (3)
deD,

and must be met for all protected failure scenarnS. The scalap,,,.. is the value of
the maximum link utilization and needs to be minimized. Tribe objective function
is

Pmax — min . (4)

The free variables to be set alfge (R})**,d € D,f € F§ and the maximum link
utilization p,,,4, itself. The following constraints must be respected in thenoization
process to obtain valid load balancing functions and tocaweerload on the links.

— (CO): Equation (1) assures that the load balancing function istalslition.

— (C1). Equation (2) assures that failed paths are not used.

— (C2). Equation (3) assures that the bandwidth suffices to cameytrfic in all
protected failure scenarios.

These constraints constitute a linear program that carficeeetly solved for networks
with up to about 100 nodes.
3.4 Joint Optimization of Load Balancing Functions and Link Capacities

We present a linear program for the joint optimization of libed balancing functions
for all SPMs and the link capacities in a network. Its objezts to minimize the overall
network capacity required to carry the traffic in all protetfailure scenarios € S
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[27]. The assumption is that only the network topology areltthffic matrix are given
and that links are not yet capacitated. Furthermore, the lpgtoutPy,d € D is also
provided for all SPMs.

The link capacitieb must be set in such a way that Equation (3) is met when setting
the value for the maximum link utilization,,... to a fixed desired value. The objective
function is the minimization of the overall bandwidth:

1"b — min. (5)

Thus, the free variables to be set dfec (Rj)*e,d € D,f € F§ and the link
bandwidth vectob. Again, the constraint€0 — C2 must be met whereby,,,... is set
to a fixed desired value. Also this linear program can be efiitty solved for networks
with up to about 100 nodes.

3.5 Optimization of the iSPM

The integer SPM (iISPM) is a special case of the basic SPM wthertbad balancing
functions can take only the values 0 and 1 instead of any edaés between 0 and 1. If
the solution of the linear programs presented above isduirtib integer solutions, they
are significantly more complex to solve so that optimizatising linear programs is
not feasible for real-world problem instances. An efficibatiristic algorithm for the
optimization of the load balancing functions in capaciatetworks has been presented
in [3]. Its evaluation has shown that networks with up to 2@des can be easily op-
timized and the backup efficiency of the iSPM is only littlera® than the one of the
basic SPM. Especially in networks with an average node éegpeto 5 the backup
efficiency of the iISPM optimized with this heuristic is at m&% worse than the one
of the basic SPM.

3.6 Optimization of the fSPM

The failure-specific SPM (fSPM) is an extension of the basdVS The difference
between them is that the load balancing functions of the f$PMepend on the exact
failure scenarix on the affected partial paths instead of the failure patigmwbserved
by the source node of the basic SPM. The linear programsiieabsabove can be easily
adapted to optimize the load balancing functions of the fSPiik has been done in [4].
Although the number of load balancing functidisd € D, s € S,fq(s) # 0 for the
fSPM is much larger than the number of load balancing funetl§, d € D, f € ]-"f
for the basic SPM, its evaluation has shown that the comipuatéitne required for the
solution of the linear program has increased only by litileépok only 16% longer
than for the basic SPM in the investigated cases. Howeweintprovement in backup
efficiency is negligible so that fSPM is not an interestingiap for implementation in
practice due to its increased operational complexity.

4 Performance Results

The SPM requires only very little backup capacity to prosogle link and node fail-
ures [27]. In capacitated networks, significantly more @cted traffic can be trans-
mitted than with conventional single shortest path (SSRj}img [26]. This backup
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efficiency of the SPM depends on the underlying network siirec When networks
are tightly provisioned for protected single failur&sthe minimized backup capacity
might not suffice to accommodate backup traffic from unpitegmulti-failure scenar-
ios s ¢ S [28]. However, this also holds for other routing and resitie mechanisms
when the network is capacitated only for rerouted trafficitésy from a limited set of

protected single failures € S. These findings are illustrated in the following.

We apply the SPM to networks with different characterist@wsnvestigate their
backup efficiency. The networks under study are the COST28&hahas been used in
the COST239 project [29] and the Labnet network which has lbsed in the KING
project [30]. Their topologies are depicted in Figures 4@aj 4(b). In the following
studies, the COST239 network is associated with a trafficimptoportional to the
city cites [30] and the Labnet is accompanied with a homogeséraffic matrix. The
networks are assumed to have equal link capacities.

has 11 nodes arth) The Labnet has 20 nodes and 106 links;
52 links; it has a highly resilient structure dughe simultaneous failure of Hou and Atl effects
to the large average node degreg,. a separation of the network into two discon-
nected islands.

Fig. 4. Topologies of networks under study.

In addition, we study a large number of randomly constructettvorks using the
algorithm given in [30]. It allows to control the number ofdesn, the average node de-
greedq.g = 7+ wherem is the number of unidirectional links, as well as the maximum
deviationsd<, of the node degree of a single node from the average nodeetggge
The construction algorithm is based on the Waxman modeld81hat close nodes are
more likely to be connected than distant nodes. For thesiorametworks we assume

equal traffic matrices and equal link capacities.

In the remainder, the path layout of the SPMs is calculatédguthe k-disjoint-
shortest-path algorithm [25] and at mdst= 5 link- and node-disjoint paths between
source and destination are tried to be found. Furthermbeesét of protected failure
scenariosS comprises all single link and node failures. Hence, at mostmartial path
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of an SPM fails. The optimization methods assume the fuffitraeduction (FTR)
option when nodes fail (see Section 3.2).

4.1 Impact of Network Structure on Backup Efficiency

We consider the overall capacityX that is required to carry the traffic matrix with
resilience mechanist¥ under all protected failure scenariSgfailure-free conditions,
single link and node failures). We compare this capacity&orhinimum capacitﬁgf
that is required to carry the traffic matrix under failuredrconditions. We use single
shortest path (SSP) routing based on the hop-count metricoimparison since this

yields the smallest value faF§>”. We calculate the relative required backup capacity
SSP_~SSP
for SSP routing and rerouting bys5" = %

the COST239 network.

Furthermore, we calculate the path layout for all SPMs inG@ST239 network
using thek-shortest paths algorithm. We jointly optimize the loadanaing functions
and the link capacities according to the method describ&kttion 3.4 while setting
pmaz = 1. As a result, the overall capacity3©? to carry the traffic without loss

under all single link and node failures is minimized. We comepthe relative required
CEPJVI_C@S'SP

backup capacity by33 " = ==—<¢— and obtain a value of 23% for the COST239

network. This is extremely little bgckup capacity compare8SP routing and rerouting
and shows the very good backup efficiency of the SPM.

We investigate the relative required backup capacity fd? 88d SPM depending
on network characteristics using a large number of rand@eomgtructed networks. We
vary the network size:, the average node degrég,,, the maximum deviation;%*
of the nodes from the average node degree, and constructfesagtworks for each
configuration. We average for these 5 sample networks thrag@aeumber of disjoint
paths per node pair and also the relative backup capacigsertiata are compiled in
Figure 5(a). They show that the SPM requires clearly leskdugacapacity than SSP.
The relative backup capacity significantly depends on tlezame number of disjoint
parallel paths in the network. In contrast, the number ofesaodand the maximum
deviation from the average node degbég’, have a rather small impact.

We consider the optimization of load balancing functionscpacitated networks.
We minimize the maximum link utilizatiop:*2 for all single link and node failures
for the basic SPM and calculate this vapjg’” also for SSP routing and rerouting. We

defineysfM = 552;% — 1 as the protected capacity gain by SPM compared to SSP.
Applied to the COST239 network, we gefL2’ = 1.09. Thus, the SPM can carry
more than twice the traffic that SSP can handle with protecildis again reveals an
excellent backup efficiency for the SPM.

We extend this study to sample networks in analogy to abaeFagure 5(b) shows
its results. The protected capacity gain is always pos#ieincreases clearly with the
average number of disjoint parallel paths in the networkaiger networks it also tends
to be larger than in smaller networks. Under certain condgj the SPM can carry 250%
more protected traffic than SSP. This can be explained asssllThe probability for
a mismatch between the capacity of a link and its carriedi¢rahder SSP routing

and obtain a value of 78% for
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Fig. 5. Backup efficiency in random networks: basic SPM vs. single shoréktlp routing and
rerouting.

and rerouting increases with the network size. Therefageptaximum link utilization
PSSP also increases. In contrast, the SPM steers traffic arouttteieck links and
avoids large maximum link utilizations; ¥ which works well when the network has
multiple disjoint paths.

In [32] we have compared the backup efficiency of the SPM aaddalfowing other
resilience mechanisms:

— SSP: single shortest path routing

— OptSSP: optimized SSP using the heuristic in [8]

— ECMP: equal-cost multpath routing

— OptECMP: optimized ECMP using the heuristic in [8]

— PB: disjoint primary and backup path routing (obtained tigto simple 2-disjoint
shortest paths calculation)

— optPB: optimized primary and backup path routing (obtaiagé special case of

the iISPM with only two partial paths per multipath)

Bypass: standard MPLS-FRR facility backup

impBypass: MPLS-FRR facility backup with the simple impeavent presented

in[11]

Detour: standard MPLS-FRR one-to-one backup

— impDetour: MPLS-FRR one-to-one backup with the simple iompment presented
in[12]

The SPM is clearly superior to all other resilience mechasisvith regard to backup
efficiency. While optSSP, ECMP, optECMP, PB, optPB were maekbp-efficient
than SSP, impDetour, Detour, impBypass, and especiallyaBypurned out to be less
backup-efficient than SSP.

4.2 Traffic Loss due to Unprotected Multi-Failures

The SPM requires only little backup capacity to protect Enmk failures. If only
little backup capacity is provided, some traffic is possilolst in case of unprotected
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multi-failures when there is insufficient backup capacityis issue has been investi-
gated in [28] and compared with SSP and ECMP routing and tiegaulhe Labnet in
Figure 4(b) was used for the analysis in [28] together witbmbgeneous traffic matrix
to facilitate the evaluation. Single link failures cannattition the Labnet in two parts,
but the simultaneous failures of nodes Hou and Atl effectpassion of the network
into two disconnected islands.

The SPM has optimized load balancing functions for singlén failures. If two
paths fail, some interpolation between suitable load lmitgfunctions should quickly
yield a valid load balancing function for that case. If theMsRas only two disjoint
paths, the failure of an element in each of these paths digwts the corresponding
traffic aggregate. In such a situation, the connectivitp$ Lintil the failure is repaired
(SPM-INTR), or it is restored by changing the transport gagn for this specific ag-
gregate from the connection-oriented SPM to connectisr&P or ECMP forwarding
(SPM-SSP, SPM-ECMP).

Traffic loss can be due to overload because of rerouted floadisrassing backup
capacity (A); it can be due to node failures so that demaraitireg and ending in the
failed nodes are lost (B); it can also be due to unavailabllespahen a network is dis-
connected by failures (C). Sufficient backup capacity camimize only the lost traffic
due to (A). Link failures are more likely than router failsreSimilarly, double link
failures 1), link and router failures§zr), and double router failuresSgz) have
different probabilities and also different impact. Averagover all of them obscures
the impact of the different failure classes, thereforeythee analyzed and reported
separately.

Table 1. Lost traffic due to double failures in %.

Failure SSRECMP, SPM+{ SPM- SPM-
set INTR| SSRECMP
Srr | 0436 0.315 2.089 2.059 2.021
Srr |10.89010.80712.96613.01812.968
Srr |21.03520.96523.32123.42623.354
Sau | 0.508 0.388 2.164 2.134 2.094

Double link failures can cause traffic loss only due to (Apl€sl shows that double
link failures lead to an average traffic loss of 0.436% and.®%8 for SSP and ECMP
routing in the Labnet network when it was capacitated vegltly for single link and
node failures only. The SPM leads to significantly more tedfiss in the order of 2%
whereby the exact SPM variant has only little impact on tis¢ iaffic. Link and router
failures lead to lost traffic due to (A) and (B). They lead t@d st traffic due to (B).
The remaining lost traffic is due to (A) which is caused by migdackup capacity.
This is about 0.85% for SSP and ECMP while it is about 3% for 3. Double
router failures lead to lost traffic due to (A), (B). About 48% lost traffic is due to (B).
One out of 190 possible double router failures leads eveastdtaffic due to (C) so that
additional 11.84% traffic is lost in that particular caseefaged over all double failures,
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this increases the lost traffic only by 0.06% and has quile linpact. Hence, SSP and
ECMP lose about 1.5% traffic due to missing capacity (A) wttile SPM variants lose
about 3.9% traffic due to missing capacity (A). When the reduoltthe different double
failure scenarios are weighted by their probabilities, 888 ECMP lead to 0.5% and
0.39% lost traffic while the SPM mechanisms lead to about 2ak¥raffic. Hence, the
SPM leads to clearly more average traffic loss than SSP or E0Mihg and rerouting
in case of double failures due to the minimized backup c#éypadbwever, the traffic
loss is not tremendously higher. These numbers were obtdinen a rigid analysis
assuming that capacity is provided very tightly. This is ofise not realistic.

Although the average lost traffic due to missing capacityasecof double failures is
rather small, providing enough capacity to avoid missingklig capacity for all dou-
ble failures is quite expensive. Table 2 shows how muchiveldtackup capacity is
required for the same mechanisms as above to avoid trafidios to missing capacity
for different sets of protected failure scenarios. Therdéy SPM remains optimized
for single failures and the backup capacity required fordietailures is calculated for
the different strategies (SPM-INTR, SPM-SSP, SPM-ECMHRE able shows that the
protection against double failures requires significanttyre backup capacity than for
single failures. The capacity savings of the SPM compareal3B and ECMP remain
and even increase. In contrast to protection against sfadlees, the different SPM
strategies (SPM-INTR, SPM-SSP, SPM-ECMP) require diffebeckup capacity val-
ues when double failures are protected.

Table 2. Required network resources in capacity units and relative requirddipaapacity in
percent for the resilience against different protected failure sengr

Sets of protected SSP|ECMP|SPM-SPM- SPM-
failures INTR| SSP|ECMP|
Si,Sr 93%| 77% | 48%| 48%| 48%
St,Sr,StL 183% 143%(103%4119% 115%
Si,Sr,SrL,SLr, SrRr|238% 207%|117%172% 168%

5 Summary

The SPM is a simple protection switching mechanism for cotioe-oriented, packet-
switched networks. Therefore, it may be applied, e.g., inLBBr Carrier Ethernet net-
works. The SPM sets up several disjoint paths and transraffictover them according
to a load balancing function that depends on the set of failtis. Optimization of
the load balancing functions can minimize the required bpatapacity dramatically
or maximize the protected capacity in capacitated netwatksce, the SPM is simple
and provides fast fail-over at low cost. It is a compellingtection switching mecha-
nism for future transport networks.
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