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Abstract

Overload in a packet-based network can be prevented by admitting oiriotdw flows
depending on its load conditions. However, overload can occur in spaidnoission control
due to unforseen events, e.g., when admitted traffic is rerouted in the ketfiera failure.
To restore quality of service for the majority of admitted flows in such cases,térmi-
nation has been proposed as a novel control function. We presemakfiow termination
algorithms that measure so-called pre-congestion notification (PCN)delkede analyze
their advantages and shortcomings in particular under challenging cosdiliba results
improve the understanding of PCN technology which is currently being atdizeétd by
the Internet Engineering Task Force.
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1 Introduction

DiffServ networks [1] offer preferred treatment of highiquity traffic so that pre-
mium traffic like voice or video do not suffer packet loss olagecaused by other
traffic which is carried over the same transmission linksweleer, if the rate of
prioritized traffic is too large, overload of high-prioritsaffic may occur and lead
to extensive packet loss and delay for prioritized traffio. fThis can happen since
normal DiffServ networks lack an admission control (AC) ftiag which admits
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high-priority flows to the network only if sufficient free cagty is still available
for this traffic class.

The Internet Engineering Task Force (IETF) currently séaidizes pre-congestion
notification (PCN) [2]. PCN gives warnings to egress nodes si@fa DiffServ
domain [1] if the load of high-priority traffic has exceededrdical level on some
link. This information is used to implement a light-weighCAn the sense that
per-flow states need to be kept only where flows enter and tbavdomain.

Under normal conditions, PCN-based AC can enforce qualiseofice (QoS) in
DiffServ networks. However, overload can occur in spite & due to unforseen
events. For instance, admitted PCN traffic may be rerouteasa of a network fail-
ure and cause overload on backup links, or the rate of malagmitted PCN flows
may suddenly increase. To restore then a “controlled lodadason [3], flow ter-
mination (FT) has been proposed in the PCN context as an adlalitilow control
function.

In [4] we have presented a survey of PCN-based AC and FT. Inpdyer, we

investigate the performance of FT methods that rely on nredsBCN feedback
(measured rate termination, MRT). We show that some of treamibhate more

traffic than desired under certain conditions, others taite @ while to remove the
excess traffic. Countermeasures help to improve the perfaend his study covers
in particular the FT algorithms that are eventually stadda&d. Our analytical and
simulative results explain why they were chosen and revéaliwconditions need
to be met for proper operation.

The paper is structured as follows. Section 2 explains PCNenng and mark-
ing algorithms as well as various FT algorithms. Sectionv@eres related work.
Section 4 studies MRT methods under challenging conditibimlly, Section 5
summarizes our findings and Section 6 draws conclusionsappendix contains
a list of frequently used acronyms.

2 Flow Termination Based on Pre-Congestion Notification (PCIN

In this section we explain the general idea of PCN-based aimni€ontrol (AC)
and flow termination (FT) and illustrate their applicationa DiffServ domain in
the Internet. We explain the metering and marking algoritmefly and the FT
algorithms in more detail.



2.1 Pre-Congestion Notification (PCN)

PCN defines a new traffic class for DiffServ networks that nexepreferred for-
warding treatment. Moreover, PCN provides feedback infeionarom inside a
DiffServ domain for AC and FT decisions at the borders in otdsupport QoS. To
that end, PCN introduces an admissible and a supportabléhrashold AR, SR)
for each linkl of the DiffServ domain. This implies three different loadjiraes
as illustrated in Figure 1. If the PCN traffic rateis belowAR, there is no pre-
congestion and further flows may be admitted. If the PCN traéfter, is above
AR, the link is AR-pre-congested and the rate ab&® is AR-overload. In this
state, no further PCN flows should be admitted that would beschover this link.
If the PCN traffic rater| is aboveSR, the link is SR-pre-congested and the rate
aboveSR is SR-overload. In this state, some already admitted flowisateacar-
ried over this link should be terminated to reduce the PCNrjatelow SR.
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Fig. 1. The admissible and the supportable rafg (SR) define three types of pre-conges-
tion on linkl.

2.2 Application of PCN in the Internet

PCN-based flow control assumes that some end-to-end signaliotocol (e.qg.
RSVP or SIP) or a similar mechanism requests admission fowefloes to cross
a so-called PCN domain which is similar to the IntServ-ovéfS2rv concept [5].
Thus, PCN-based AC and FT are per-domain QoS mechanisms @sehpan al-
ternative to RSVP clouds or extreme capacity overprovisigni his is illustrated
in Figure 2. Traffic enters a PCN domain only through PCN ingres$es and
leaves it only through PCN egress nodes. Ingress nodes setialdpeader code-
point to make the packets distinguishable from other traffid the egress nodes
clear the codepoint. The nodes within a PCN domain are PCN nétleg monitor
the PCN traffic rate on their links and possibly re-mark théitran case of AR-
or SR-pre-congestion. PCN egress nodes evaluate the marKinigs traffic and
send the results to the AC and FT entities of the PCN domaimdiidilowing, we



assume for simplicity reasons that the AC and FT entitiecallecated with the
ingress nodes of the traffic. Centralized AC and FT entitiesadso discussed for
which the findings of this study are also valid.
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Fig. 2. PCN-based AC is triggered by admission requests from extégnalling protocols
and guarantees QoS within a single PCN domain.

2.3 PCN Metering and Marking

When entering the PCN domain, all PCN packets are marked witkrfraoked”
(NM). PCN nodes re-mark PCN packets depending on the load eegsimg the
algorithms presented in this section. Egress nodes eegaluapacket markings and
report the results to the appropriate ingress nodes. Thesagodes use this infor-
mation to admit or block new admission requests or to tertainfieady admitted
flows. We first describe the metering and marking algorithmteé context of PCN
and then we explain deployment models.

2.3.1 Algorithms

There are two basic marking strategies: threshold and sxcaffic marking [6].
A token bucket based meter tracks whether a certain refereate is exceeded.
Threshold marking re-marks all packets as “threshold-e@rKTM) when the
PCN traffic rate exceeds the reference rate. Its marking tretedrly indicates
whether the reference rate was exceeded or not, and it isldsefAC purposes.
Excess marking re-marks only those packets as “excesg-tnadirked” (ETM) that
exceed the reference rate. The rate of ETM-packets progailestimate of the rate
by which the reference rate was exceeded while the rate oEdt-packets cor-
responds to the reference rate. Excess traffic marking ecesly useful for flow
termination as it allows the estimation of the traffic ratdooterminated. Excess
traffic marking can be implemented with only few modificaBaf existing hard-
ware. Threshold marking is not difficult to implement, eithieut requires more



changes to existing implementations.

2.3.2 Deployment Models

PCN can be deployed with dual and single marking. We explamtn the fol-
lowing.

2.3.2.1 Dual Marking Dual marking uses both threshold and excess traffic
marking per link in a PCN domain [7]. Threshold marking confegliwith the
admissible rate as reference rate re-marks NM-packets toTFMs, all packets
are re-marked to TM in case of AR-overload which gives a clégmas for AC
decisions. In addition, excess traffic marking configurethwhe supportable rate
as reference rate re-marks NM- or TM-packets to ETM. ETMkp#&E must never
be re-marked to NM or TM. In case of SR-overload, exactly thecS8&{oad is
marked with ETM which serves as a good rate estimate for flowitetion unless
ETM-packets are lost. For FT, NM- and TM-packets are equadigted and we
denote them in the following also as non-ETM.

2.3.2.2 Single Marking Single marking uses only excess traffic marking [8].
Its reference rate is set to the admissible rate and it r&sdM-packets to ETM.
Hence, an amount of traffic equivalent to AR-overload is ETNC #hould stop
admission of further flows as soon as some ETM-packets atitlee egress node.
The supportable rates are connected to the admissiblearadiesre calculated by

SR=u-AR (1)

whereu > 1 is a network-wide unique and configurable parameter. la CASR-
pre-congestion, more théﬁ—l of the PCN traffic is ETM, and all ETM PCN traffic
above that fraction should be terminated. The advantagenglesmarking com-
pared to dual marking is that only two (NM, ETM) instead ok@PCN codepoints
(NM, TM, ETM) are needed for PCN marking which facilitates #mcoding of
PCN marks in IP headers. Furthermore, systems can be butisalith off-the-
shelf components as excess traffic marking is already imgihéea in routers. How-
ever, dual marking solutions work more accurately thanlsingarking solutions.
This has been shown for AC in [9] and we will show it for FT indfsitudy.

2.4 Algorithms for PCN-Based Flow Termination

We review measured rate termination (MRT) methods in detadlbriefly describe
the idea of marked packet termination (MPT) which is a nogfgared alternative
for the implementation of PCN-based FT. We describe them @&l dnd single



marking. We omit the description of PCN-based AC algorithmd i@fer the inter-
ested reader to [4].

2.4.1 Measured Rate Termination (MRT)

MRT requires the notion of an ingress-egress aggregate) (hch is the set of
flows between a specific ingress and egress node. With MRP@Negress node
measures the rates of NM-, TM-, and ETM-traffdNIR, TMR, EMR) per IEA
based on intervals with duratidd, and signals them to the corresponding ingress
node. When the ingress node receives these measuremersyépmarries out the
procedures explained in the following to perform FT. We egvidifferent MRT
types which can be adapted to dual and single marking. Alhefrt assume that
ingress nodes know signalled maximum rates for admittedstldwey need them
to configure policers so that only admitted PCN traffic canrethie PCN domain.
Therefore, ingress nodes can also use this informationléctsgppropriate sets of
flows for termination.

2.4.1.1 MRT with Directly Measured Termination Rates (MRT-DTR) With
MRT-DTR, the ingress node calculates per IEA an estimate eftéhmination
rate TR that needs to be terminated. It chooses a set of flows with anathv
rate of T Rfrom the corresponding IEA and terminates them. With dualking,
the egress node takes the r&BIR of ETM-traffic as a direct estimate farR
With single marking T Ris calculated byf R= max0,NMR+EMR—u-NMR) =
max0,EMR— (u—1)-NMR).

2.4.1.2 MRT with Measured Sustainable Aggregate Rates (MRT-SR)
With MRT-SAR, the ingress node calculates an estimate of tlstasable aggre-
gate rate $AR per IEA which is the traffic rate that can be carried withcatiging
SR-pre-congestion. The ingress node chooses a set of flolvamwibverall rate of
SARfrom the corresponding IEA and terminates all other flowshef tEEA. With
dual marking, the rate of non-ETM-traffilMR+ T MR) is taken as a direct esti-
mate forSAR With single marking, the sustainable aggregate rate ®uaked by
SAR=u-NMR

2.4.1.3 MRT with Indirectly Measured Termination Rates (MRT-1TR)
With MRT-ITR, the ingress node first decides whether ternmamais required. In
case of dual marking, this is indicated B}YR> 0 and in case of single marking,
this is indicated byi- NMR< NMR+ EMR If termination is required, the ingress
node computeSARvalues like in Section 2.4.1.2 and performs local rate measu
ment of the sent PCN traffic, the so-called sent PCN ingresgIidje Then, the



termination rate is calculated ByR= max(0,IR — SAR and a set of flows with a
traffic rate equal td Ris chosen for termination.

2.4.2 Marked Packet Termination (MPT)

MPT works without rate measurement by ingress and egressnudrious propos-
als exist. For instance, the egress node maintains a caditer for each admitted
flow which is reduced by the amount of marked bytes receivethit flow. When
the counter becomes negative, the flow is terminated. Ane#rsion of MPT uses
excess traffic marking with marking frequency reduction terdhinates a flow as
soon as one of its packets is ETM. These and other methodsbleaveproposed
in [10], their performance has been evaluated, and recomatems have been
given for configuration.

3 Related Work

We first review related work regarding other marking mechasi and stateless
core concepts for AC because they can be viewed as histaris ad PCN. Then
we give a short summary of related PCN studies.

3.1 Related Marking Mechanisms

We present RED and ECN because they can be seen as precursois wideking.

3.1.1 Random Early Detection (RED)

RED was originally presented in [11], and in [12] it was recoemaed for de-
ployment in the Internet. RED detects incipient congestipmigasuring a time-
dependent average buffer occupatang in routers and randomly drops packets.
The probability for packet drops increases with the meakbrdfer occupation
avg This is done to indicate congestion to TCP senders. The whlaegrelates to
the physical queue size which is unlike PCN metering thateslio the configured
admissible or supportable rate.

3.1.2 Explicit Congestion Notification

Explicit congestion notification (ECN) is built on the idea RED to signal in-
cipient congestion to TCP senders in order to reduce thedisgwindow [13].
Packets of non-ECN-capable flows can be differentiated byo&ECN-capable



transport” (not-ECT, ‘00") codepoint from packets of a ECNpahle flow which
have an “ECN-capable transport” (ECT) codepoint. In caseajpiant congestion,
RED gateways possibly drop not-ECT packets while they justcéwthe code-
point of ECT packets to “congestion experienced” (CE, ‘118t&ad of discarding
them. This improves the TCP throughput since retransmissicuch packets is
no longer needed. Both the ECN encoding in the packet headehartzEhavior
of ECN-capable senders and receivers after the receptiomafied packet is de-
fined in [13]. ECN comes with two different codepoints for ECTCHO) (‘10’)
and ECT(1) ('O1’). They serve as nonces to detect cheatinganktequipment
or receivers [14] that do not conform to the ECN semantics. fdhe codepoints
are encoded in the (currently unused) bits of the Diffeegatl Services codepoint
(DSCP) in the IP header which is a redefinition of the type ofiseroctet [15].
The ECN bits can be redefined by other protocols and [16] giuaietines for that.
They are also reused for the encoding of PCN codepoints [17-20

3.2 Admission Control

We briefly review some AC methods that can be seen as forersiiofi¢he PCN-
based AC principle.

3.2.1 Admission Control Based on Reservation Tickets

To keep a reservation for a flow across a network alive, irggr@sters send reserva-
tion tickets in regular intervals to the egress routersrimediate routers estimate
the rate of the tickets and can thereby estimate the expéuedIf a new reser-
vation sends probe tickets, intermediate routers forwiaethtto the egress router
if they have still enough capacity to support the new flow dmel égress router
bounces them back to the ingress router indicating a suctesservation; other-
wise, the intermediate routers discard the probe tickedsla® reservation request
is denied. The tickets can also be marked by a packet staterebstateless core
mechanisms work according to this idea [21-23].

3.2.2 Admission Control Based on Packet Marking

Gibbens and Kelly [24—26] theoretically investigated AGéa on the feedback of
marked packets whereby packets are marked by routers basgdictual queue
with configurable bandwidth. This core idea is adopted by PI@&tking based on
a virtual instead of a physical queue also allows to limitatiezation of the link
bandwidth by premium traffic to arbitrary values between @ #90%. Karsten and
Schmitt [27,28] integrated these ideas into the IntSeméaork and implemented
a prototype. They point out that the marking can also be bas¢lle CPU usage of



the routers instead of the link utilization if this turns eote the limiting resource
for packet forwarding.

3.2.3 Resilient Admission Control

Resilient admission control admits only so much traffic thatill can be carried
after rerouting in a protected failure scenario [29]. It ecassary since overload
in wide area networks mostly occurs due to link failures aatdue to increased
user activity [30]. It can be implemented with PCN by settihg admissible rate
thresholdsAR low enough such that the PCN rateon a link!| is lower than the
supportable rate thresho&R after rerouting.

3.3 Related Studies in PCN

An overview of PCN including a multitude of different PCN-bds&C and FT
mechanisms is given in [4]. Ramp marking is an implementasibb@rnative to
threshold marking. The impact of both marking schemes okegtanarking proba-
bilities has been investigated in [31]. It turned out thaéihold marking is as good
as ramp marking which excluded ramp marking from furthersaderation because
itis more complex than threshold marking. A two-layer aretiure for PCN-based
AC and FT was presented in [32] and flow blocking probabdgitiave been studied
for single aggregates and static load conditions. In [9iovss AC methods have
been studied under challenging conditions. The author83jftjave investigated
the applicability of PCN-based admission control for videovges in access net-
works. [10] proposes various algorithms for PCN-based nthpleeket termination
(MPT) and gives recommendations for their configurationthfy were proposed
only for use with dual marking, they were adapted for use witigle marking
in [34] and their performance was evaluated. Overternomadiue to multiple bot-
tlenecks is investigated in [35]. [36] gives a high level snany about a large set of
simulation results regarding PCN-based AC and FT and shatshtbse methods
work well in most studied cases. In contrast to that work, mestigate in this
paper especially those situations where PCN-based MRT duegank that well.
We provide an understanding of these problems which helghstern whether
these methods are applicable in specific application steEndB7] evaluates the
efficiency of resilient PCN-based AC with flow termination asttier resilient AC
methods without flow termination in optimally dimensionextworks. [38] studies
how AR and SRthresholds should be set in PCN domains with resilience requi
ments and how link weights should be set in IP networks inmi@enaximize the
admissible traffic rates. [39] investigates the impact ohedible and supportable
rate thresholds on the admission and termination of orvaffic.



4 Performance of Measured Rate Termination

In this section we study the three MRT methods MRT-DTR, MRTRSAnd MRT-
ITR with dual and single marking. We describe challengingditions, investigate
them by case-based analysis, mathematical analysis, atagion, and present im-
provements. Finally, we give a short summary of the most mamb findings.

4.1 Impact of Overestimated Traffic Descriptors

Traffic descriptors are usually communicated by end-to-sigdalling protocols
and used for the configuration of per-flow policers at ingnesdes. Therefore,
they indicate rather an upper bound of expected flow ratesdlraliable estimate
of expected average flow rates. As they are the only infoomadibout rates of
individual flows at the ingress nodes, they are used as r#teagss to choose
flows for termination.

With MRT-DTR and MRT-ITR, flow termination chooses a set of PCoWi& for
termination such that their overall rates equal the tertitonaateT R When traffic
descriptors are larger than the actual flow rates, too titiliic is terminated so that
undertermination occurs. As a consequence, another tationstep is required.

With MRT-SAR, flow termination chooses a set of PCN flows thabistarminated

so that their overall rates equal the sustainable aggreget8AR all other flows

are terminated. When traffic descriptors are larger than ¢heahflow rates, too
little traffic remains after termination so that overteration occurs. This is not
acceptable and rules MRT-SAR out from further consideratio

4.2 Impact of Biased Measurement Results

The results of rate measurements are representative ottlg inheasured rate is
stable within a measurement interval. If it increases orekeses, the measurement
results easily over- or underestimate the rate of the obdemnaffic at the end of
the measurement interval. Sudden increases of ETM-traffesrof an IEA may
happen, e.g., due to synchronously increased traffic rdt@gmoitted flows which
may occur when multiple admitted flows start or increase tiaes. Also rerouted
traffic may cause sudden SR-overload. In the first case, thesagate increases
(see Figure 3(a)) and the rates of both ETM- and non-ETMitraf an IEA may
increase (see Figure 3(c)). In the second case, the rate I&faremains stable,
the rate of ETM-traffic increases, and the rate of non-ETafitr decreases (see
Figure 3(e)). Sudden decreases of ETM-traffic rates of annit&d also happen.
If the effect of a termination event for the considered IEAdm®mes visible at the
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(e) Increase of the SR-overload at the egreé Decrease of the SR-overload at the
node due to additional traffic from otheregress node due to traffic reduction by other
IEAs on the shared bottleneck link. IEAs on the shared bottleneck link.

Fig. 3. Measurement intervals with increasing or decreasing PCN traffis lead to
non-representative estimations of ETM- and non-ETM-traffic rates.

egress node, the ETM-traffic rate decreases for that IEA #sawés overall PCN
traffic rate (see Figure 3(d)). If the effect of a terminaterent of another IEA
sharing the bottleneck link becomes visible at the egreds,tbe ETM-traffic rate
of the considered IEA decreases, but its overall PCN traffestays the same (see
Figure 3(f)). When traffic was rerouted to the bottleneck lanid flaps back, the
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same phenomenon is achieved.

The presented changes of differently marked PCN traffic rates IEA may be

observed during the measurement intervalsIMR TMR andEMRat the egress
node and during the measurement intervals of the sent PCHssgatdR at the

ingress node. They lead to biased measurement results wiaglcause over- or
undertermination. In the following we discuss this for MRTR and MRT-ITR

with dual and single marking. We explicitly renounce on ditative results as
our intention is only to point out what can go wrong if meclsams are not well
designed and to present potential solutions if possible.

4.2.1 Analysis of MRT-DTR

We consider MRT-DTR with dual and single marking when the $Broad in-
creases like in Figures 3(c) and 3(e). The egress node’'srigasurement report
covering ETM-packets is most likely to underestimate the cé ETM-traffic. It is
sent to the ingress node which uses it as an estimate for iiménteion rateT R
As a result, the first termination step results in underteation and another ter-
mination step is needed. For dual marking, the arrival offitis& ETM-packet is a
sign for the start of SR-pre-congestion. Therefore, thessgnede may restart the
measurement interval when a first ETM-packet arrives sottietates are mea-
sured only during SR-pre-congestion. Then, the first measemereport is likely
to reflect the full SR-overload so that the ingress node camitate enough traffic
in one shot. For single marking the arrival of ETM-packetthategress node can
be a sign for AR- or for SR-pre-congestion so that the restattte@fneasurement
interval with beginning SR-pre-congestion cannot be emftrc

When the SR-overload decreases like in Figures 3(d) and Bf)egress node is
likely to overestimateEMR. As a result, the ingress node also overestimates the
termination rate which holds for both dual and single magkiw/ith dual mark-
ing, the termination rate is calculated B\R = EMR and with single marking by
TR=max0,EMR- (u—1)-NMR). AsNMRdoes not decrease in the same way as
EMRthrough the removal of SR-overload, MRT-DTR with single miagkcauses
less overtermination than MRT-DTR with dual marking whee BMR is over-
estimated. When flows within the observed IEA are terminatieel, ETM-traffic
rate decreases like in Figure 3(d). This source of overtation can be eliminated
by enforcing a minimum inter-termination time (ITT) betwe&vo consecutive
termination steps. The minimum ITT must cover at least theetto terminate a
flow (flow termination time, FTT), one round trip time (RTT)on the ingress

to the egress and back, and the duration of one measurententalDy, i.e.,
ITT=FTT+ RTT+ Dy. The latter is needed to avoid that termination uses an
egress node’s measurement report that still covers trafiim fpreviously termi-
nated flows. In Section 4.3 we show how larger ITTs avoid @rerination if the
ETM-traffic rate decreases like in Figure 3(f) because tdfbm other IEAs has
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been terminated. Other causes for the removal of SR-ovelikederouted traffic
flapping back to its primary paths can also be sources fotypes of overtermina-
tion, but they are very difficult to eliminate.

4.2.2 Analysis of MRT-ITR

We consider MRT-ITR with dual and single marking when the S®rlmad in-
creases like in Figures 3(c) and 3(e). When the ingress nagéves a measure-
ment report from the egress node, it first examines it for S&ikgangestion. With
dual markingEMR > 0 is a sign for SR-pre-congestion while with single mark-
ing u-NMR < NMR+ EMRindicates SR-pre-congestion. Note that single mark-
ing possibly cannot recognize incipient SR-pre-congesfitine measureEMR

is too small which delays the termination process. If theesg node recognizes
SR-pre-congestion, it starts the measurement of the sent R@Mdss ratdR.
When the measurelR is available, the ingress node calculates the termination
rate byT R= IR — SARwith the sustainable aggregate r&%R= NMR+ TMR

The ingress node is likely to under- or overestim@fgRbased on the data of the
first measurement report indicating SR-pre-congestionteéffbee, the ingress node
should use the data from the second measurement report wioeldes a more
accurate value foBAR This report normally has arrived already at the end of the
measurement interval ®R so that the termination process is not delayed through
this rule. Then, the ingress node terminates an approséitef flows to reduce
the PCN traffic rate of the IEA by R but only if the new report still indicates
SR-pre-congestion.

If the PCN traffic rate increases during the measuremetR @t the ingress node
like in Figure 3(a), thdR is likely to be underestimated as well && so that the

ingress node possibly terminates too little traffic and haotermination step is
needed.

When the SR-overload decreases like in Figure 3(d) becauseberved IEA
has terminated traffic, then the ingress node overesting¢s= NMR+ TMR
This possibly — but not necessarily — leads to underternoina¥Vhen the SR-
overload decreases like in Figure 3(f) because other IEfs teduced their traffic
on the shared bottleneck link, then the ingress node nodghppsinderestimates
SAR= NMR+ TMR This is likely to cause overtermination because the sustai
able aggregate rat®ARis lower than the ingress rat® measured by the ingress
node. If the rate reduction of the other IEAs is due to a teatiim event, suf-
ficiently long ITTs can help to avoid overtermination (seet®m 4.3). As men-
tioned above, rerouted traffic of other IEAs flapping backh® primary path can
also reduce traffic on the bottleneck link, but this sourcevefrtermination is rather
difficult to eliminate.

When the sent PCN traffic rate decreases within a measurententahat the
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ingress node like in Figure 3(b), the ingress node overesésiR and TR and
terminates too much traffic. If the rate decrease is due tonartation event of the
considered IEA, overtermination can be avoided by stattiegneasurement inter-
val only after all previous termination steps are finishelsisTeads to a minimum
inter-termination timdTT =FTT 4+ Dy;.

4.3 Impact of Multiple IEAs with Different RTTs

We consider multiple IEAs on a SR-pre-congested link and skioat over-
termination can occur when the IEAs have different RTTssTghenomenon has
been reported first in [40]. We quantify the strength of pb&rovertermination
and propose a method to avoid it. We consider only MRT-ITRhwiial marking
in our analysis, but the results also apply to MRT-DTR andrigls marking.

4.3.1 Experiment Setup

We consider the setting in Figure 4 with two ingress nodlgandA;, one interior
nodeB, and one egress node The IEAs fromAg andA; to C are called EAg
andIEA;. IEAg is carried oveB to C andIEA; is usually carried directly te&.
However, due to a failure of the direct link froly to C, IEA; is rerouted over
BtoC. RTT is the RTT fromAg over B to C and back, andRTT, is the RTT
from A; overB to C and back. We assume in our example tRa&tT is larger than
RT k. WhenlEA; is rerouted, SR-overload possibly occurs on the libletween
B andC. In the following we focus on this link. Its admissible rageAR and its
supportable rate ISR = u- AR. The parameteau is actually only needed for single
marking, but we use it also for dual marking to control the<fSR = u- AR in
our experiments.

Bottleneck
. link |
Interior
Ingress A, l Egress C
&3 &3
IEA,, RTT, - e
'
RTT>RTT, Re x

Ingress A,
Fig. 4.IEA; is rerouted and causes SR-overload on link

Figure 5 shows a time diagram for the termination process.nMgeess nod€
detects the SR-overload caused on linky the arrival of ETM-packets, it starts
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continuously measuring the rat$/R, TMR, andEMR fori € {0, 1}, and sends
these values at the end of the measurement intervalg #nd A1, respectively.
Ingress node; sees thaEMR is larger than zero and measures the sent PCN
ingress ratéR;. Atthe end of the measurement interval, it calculates timeitetion

rate byTR = IRj — SAR with SAR = NMR + TMR using the latest values for
NMR andTMR. Then, it terminates an appropriate number of flows. Sl&o%;

has a shorter RTT thdiE Ag, the termination effect of; is earlier visible than the
one ofAg both at linkl and at egress node When the effect of\;’s termination

is visible at the linkl, the SR-overload is not yet fully removed until the effect of
Ag’s termination is visible, too. Within that time, some traféf IEA; is still ETM
although the rate dE A; has already been sufficiently reduced. As a result, ingress
nodeA; underestimates the sustainable aggregate®rake of IEA; and performs
another termination step which finally leads to overterriama

Distance to C (in time)

<

A, A, B C

3 % B
RTTy/2

\*\
Start of SR DM,for
T ) overload NMRO
W " TMR®,
EMR®

R,' < R,<

NTEMRSrePOT - -

Dy, for
NMR?,
TMRY,
EMR?

mination Time
y visible y v

Fig. 5. Time diagram: different RTTs foE Ag andIEA; lead to asynchronous termination
and possibly to overtermination. The variables are explained in Section 4.3.2.

4.3.2 Analysis

We present an analysis to quantify the studied kind of oweiiteation under chal-
lenging conditions. First, we explain the considered nektwg scenario and clar-
ify some notation. The measurement intervals at the ingaedsegress nodes are
Dwmi long. The measurement intervals at egress @ae numbered by=0,1, ...,
starting with the one that covers SR-overload for the firséti@orresponding mea-
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sured rates are denot&tMR/, TMR/, andEMR' for IEA,. The measurement in-
tervals at the ingress nodes are numbereadnby 1,2, ... and the measured sent
PCN ingress rates are denol&]". At the end of these measurement intervals, the
ingress nodes possibly terminate traffic and the correspgridrmination step is
numbered bym. The rates ofEA; before potential termination step are named
R™. We assume in our settiiR} = AR, i.e.,AR is fully utilized by the PCN traffic

of IEAy. We choose the initial ratéz% of IEA; so that it causes a relative SR-
overload ofqg on the bottleneck link after reroute. A value off = 0 means no
SR-overload. Hence, we ha® = (1+q) - SR — R} = (1+q— 1/u) - SR. For the
sake of simplicity, we assume that ingress nodes immegitgahinate flows after
heaving computed R". That means, the flow termination time (FTT) is zero so
that ingress nodes can start the measuremdiR'6f! immediately after the one of
IR™ if needed.

We now analyze the termination process. We assurddR0 |, < RT T < Dy to
simplify the analysis. Immediately after the reroute, thigal ratesR% andR} cause

SR-overload on the common bottleneck lihko that only the fractio fle =
1

ﬁ of the PCN traffic remains non-ETM. As soon as egress 1ibdees the first
ETM-packet, it starts measurement interyat 0. The resulting measured rates are
NMR’ =0, TMR’ = R,-l-%, andEMR’ = Rl — TMR. The egress nodg sends
them to the ingress noddg andA4, and continues measuring. The ingress nodes
Ap andA; receive the measurement reports and medﬁ}rdn the meanwhile, the
ingress nodes receive from egress nGdmother measurement report WM R,
TMR!, andEMRY, which resemble very much the previous ones since no traffic
has been terminated, yet. The ingress nodes calculatesteersable aggregate rate

SR
Ro+ Ry

SAR =NMR'+TMR' =R} 2)
and terminatél Rt = IR! — SAR traffic. The effect of both termination steps be-
comes visible at the egress ndd& T+ 2- Dy time after egress node observed
the first ETM-packet, i.e., in the third considered meas@mnmterval which has
numberj = 2. The newly measured rates are reported to the ingress Agdexl
A1. AsEMR? > 0, the ingress nodes calcul8AR. If the RTTs of both IEAs are
the same, theSAR equalsSAR for i € {0,1} so that no additional termination
step is performed provided that enough traffic has been rediowthe first termina-
tion step. However, if we ha@T T > RT T, thenSAR > SAR andSAR < SAR
hold so thatA; terminates traffic again. The exact value 84R can be calculated
as follows:

J— —_1 . . 1.—SR
SAF§_NMR§+TMR§_DMI (RTT1 Rl R%+R%+
SR SR
(RT-E)—RTE)'R%'R%+R%+(DMI—RTT))'R%'R%_'_R%) (3)
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whereby the rateR,—2 equalSAFﬁ. This equation basically weights the PCN traffic
of IEA; observed by the egress node in the third measurement ihvatkiahe dif-
ferent probabilities for non-ETM-packets experiencediok I. After A;’s second
termination step is visible at the bottleneck lihkhe relative overtermination on

that link isOT = SAR_SAR.

4.3.3 Analytical Results

We quantify the caused overtermination for measuremeetvals of duration
Dwmi = 100 ms. Figure 6(a) shows it f&®®T H = 100 ms,RT T = 10 ms, and dif-
ferent values oti and SR-overload. Overtermination strongly increases with the
relative SR-overload) and is larger for smalleu-values that control the relation
betweenAR andSR. Overtermination in the order of 15% — 20 % can be easily
achieved in this setting.
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() RTHh =100 msRTT =10 ms. (b) Relative SR-overload=2.0,u= % =
2.0.

Fig. 6. Overtermination on linkrelative toSR.

Figure 6(b) illustrates the overtermination for a relatS&-overloadq = 2.0,
SR =2.0-AR (u=2.0), and differenRT | andRT T;. Overtermination increases
about linearly withRT Tp and is smaller for largeRT .. The overtermination effect
vanishes iRT T andRT T, are equally long.

4.3.4 Prevention of Overtermination due to Different RTTs

We propose a method to avoid overtermination that is due fferdnt RTTSs.
Overtermination can be prevented if subsequent termimagieps are delayed
until the measurement reports reflect the effects of all ipte/terminations. It
takes maxRT T+ Dy +FTT) time from the observation of the first ETM-packet
until the effects of all terminations are visible at the egréiode. That means,
[max (RTT+FTT)] +1 measurement reports must be discarded before another
measurement report may trigger termination again. Thidtes a minimum inter-
termination time of TT = (|max(RTT+FTT)| +1) - Dw.
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With MRT-DTR, the same overtermination problem can be olestriHowever,
aminimumITT = [max(RTT+FTT)]|-Dwm suffices because the ingress node
does not need to measure the sent PCN traffic rate to calcURtdlote that the
required ITT is at least as large 85 T+ FTT, which is the minimum ITT for
MRT-DTR in Section 4.2.1.

4.4 Impact of Packet Loss and Packet Drop Policies

Packet loss reduces the rates NM-, TM-, or ETM-packets vedeby the PCN

egress node. ETM- or non-ETM-packets may be preferentiatipped, or packets
may be dropped independently of their markings. We showttiepacket drop
policy affects MRT-DTR and MRT-ITR in a different way.

4.4.1 Experiment Setup

We assume that packet loss inside a node occurs before parkemetered and
marked. Therefore, ETM-packets can be lost only at a dowastmode relative to
the node which marked them ETM. Hence, two SR-pre-congeistiesldre needed
to provoke a situation where ETM-packets can be lost: one igR:pngested link
that marks packets with ETM and another SR-pre-congesti&dHat even drops
PCN packets.

Bottleneck link |, Bottleneck link |

AR,= 3 Mbit/s AR,= 4 Mbit/s
SR,= 6 Mbit/s SR,= 8 Mbit/s
o Co= 14Mbit's ____ c,= 11 Mbit/s _
3 & 3
D T >

IEA with inital 25 Mbit/s

Fig. 7. Experiment setup to evaluate the impact of packet loss.

To keep things simple, we consider the experiment setupctéepin Figure 7. A
single IEA with initial 25 Mbit/s is transmitted over the tvemljacent linkdp and

l1. The configured admissible and supportable rafgsandSR of link | as well

as its capacitg; are given in the figure. We chose the values in the experinent s
that all interesting phenomena can be shown with a singkenpater set.

We study the reduction of the PCN rate of the IEA due to ternonator MRT-

DTR and MRT-ITR, dual and single marking, and for the threekpadrop poli-
cies: drop ETM-packets (DEP), drop non-ETM packets (DNRY, drop random
packets (DRP). We assume that DRP drops the same fraction of Bménon-
ETM-packets.
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Fig. 8. PCN traffic rate after several termination steps for MRT-DTR aTVMI'R with
dual and single marking.

4.4.2 Analysis

To investigate the termination process, we use a stepdpyestalysis, i.e., we cal-
culate the rates of ETM- and non-ETM-packets of the cons@l¢EA on link g
before marking, on linkg after marking, on linkl, after packet loss but before
marking, and on link, after marking. Based on that information, the rate of the
IEA after the next termination step is calculated and thdyaisis repeated with
the new initial rate. This analysis is straightforward butbersome so that we
do not show any equations. When cross traffic appears on heuttip-congested
links, a more sophisticated analysis is needed. Then,awairiation can occur for
all termination methods even without packet loss [35]. Hasvethis phenomenon
is orthogonal to the observations reported in this seclibe.results of the analysis
are summarized in Figures 8(a)-8(d) and discussed in tloaviog.

4.4.3 MRT-DTR with Dual Marking
Figure 8(a) shows for MRT-DTR with dual marking the rate o tiEA afterm

termination steps. We observe that several terminatiggssiee needed to reduce
the PCN rate down to the expected 6 Mbit/s. In the absence &Ephuss, the rate
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of ETM-packets exactly corresponds to SR-overload and trauatrof traffic that
needs to be terminated. When ETM-packets are lost, the tatimmrate is un-
derestimated and undertermination occurs so that addittenrmination steps are
required. Since DEP loses more ETM-packets than DRP and DN Eprrespond-
ing termination process takes longer. The question arisether DEP possibly
loses so much traffic that termination does not work anymie.gap between the
SRand the bandwidtle of a link determines the minimum amount of ETM-traffic
that leaves the link with DEP in case of packet loss. Based isndifference, a
lower bound for the termination speed can be calculatedoAg &sSR< c holds
for all links of a PCN domain, traffic is still terminated. Hen®EP and DRP can-
not prevent termination for MRT-DTR with dual marking, bbey possibly delay
the termination process if more steps are needed to remoww/&fad.

4.4.4 MRT-DTR with Single Marking

Figure 8(b) illustrates the termination process for MRTHD@nd single marking.
With DEP and DRP, it is the same as for dual marking. Howeverase of DNP,
overtermination occurs as only 3 Mbit/s instead of the etguk6 Mbit/s PCN traf-
fic remain after the second termination step. This happecesuse MRT-DTR with
single marking calculates the termination rateldty= NMR+ EMR—u-NMRand

if the rate of non-ETM-trafficNMRis too low, T Ris overestimated which possibly
leads to overtermination. This cannot happen with DEP. tewaination neither
occurs with DRP because it drops the same fraction of ETM- andET M-traffic
which just reduces the termination rate accordingly. HeN#T-DTR with single
marking should be deployed only with DEP or DRP.

4.4.5 MRT-ITR with Dual Marking

Figure 8(c) shows the termination process for MRT-ITR andlduoarking. The
termination is already completed after a single termimasitep. We observe that
overtermination occurs with DRP and DNP as only 4.7 Mbit/s @ndbit/s in-
stead of 6 Mbit/s PCN traffic remain after termination. Thipjens because DRP
and DNP drop non-ETM-packets which leads to an underesomat the sustain-
able aggregate rat8ARwith MRT-ITR. As a consequence, the termination rate
TR= IR — SARIs overestimated and too much traffic is terminated. With DEP
overtermination does not occur since non-ETM-packetsatriost so that a correct
estimate folSARIis obtained. Hence, MRT-ITR with dual marking works corhgct
only with DEP.

4.4.6 MRT-ITR with Single Marking

Figure 8(d) visualizes the termination process for MRT-1aiRd single marking.
Again, overtermination occurs in case of DRP and DNP for tinees@ason as with
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dual marking. DNP even fully removes the PCN traffic so thafitnere misses the
corresponding bars. This can also be achieved for dual n@ankhen different
parameter settings are chosen in the experiment. Henoayl&3-ITR with single
marking should be deployed only with DEP.

4.5 Impact of Packet Loss on the Number of Required Termm&tieps for MRT-
DTR

In the absence of packet loss, MRT-DTR requires only a sitegi@ination step
to remove SR-overload. However, in Section 4.4 we have shoahMRT-DTR
needs multiple termination steps to fully remove SR-ovetloathe presence of
packet loss. This delays the termination process and is #jerrdisadvantage of
MRT-DTR compared to MRT-ITR. We analytically calculate thenmber of re-
quired termination steps to remove SR-overload and distigseesults. They are
valid for MRT-DTR with dual and single marking.

45.1 Analysis

We consider a single link with bandwidthand supportable rat8R The link is
faced with so much PCN traffic that a PCN packet loss probalaififyoccurs. The
overall PCN traffic rate offered to the link can be writteniéﬁ and the overall rate
to be terminated is thep®= — SR In a single termination step— SRtraffic can be
terminated. Therefore, the number of required terminagiepsm to fully remove
SR-overload in the presence of an initial packet [p$s

c 1 SR
me |ZB SR e e @
c—SR 1-SR

Since packet loss is not an intuitive measure for SR-overlwadlso consider the
initial relative SR-overload,, i.e., the initial SR-overload in multiples &R Then,
then number of required termination steps is

|asr] | g
m= [C—SR} - {&-J' ©)

4.5.2 Analytical Results

Figure 9(a) shows the number of required termination stepa felative support-
able rate%R and a given initial packet losg. The diagram is partitioned by the
lines into several areas that indicate the number of redtenmination steps for
(%*, g) combinations belonging to that area. A single terminatiep snly suffices
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Fig. 9. The area in the figures indicates the number of required terminatjpsinster a
scenario where the initial load and the relative supportable%%we given.

in the absence of packet loss. Therefanes 1 is not in the figure. For a given rel-
ative supportable rat%B, the number of required termination steps increases with
the initial packet losg. Conversely, the overload induced by a certain packet loss
p requires more termination steps when the supportablé&SRitecloser to the link
bandwidthc. Thus, to achieve fast termination even in the presencegbf packet
loss, the supportable ragRshould be chosen low enough compared to the link
bandwidthc.

Figure 9(b) presents the same information in a different Waydicates the number
of required termination steps for combinatiqr%i q) of relative supportable rates
%R and the relative SR-overloagl A single termination step can remove an SR-
overload that is significantly larger tha&Rif SRis small enough. For a relative
supportable rate O?E—R: 0.2, SR-overload of up to 4 timeSRcan be terminated
by two termination steps. In contrast, 4 termination stepan@eded for a relative
supportable rate O%R = 0.8 to remove a relative SR-overload of 100%. Hence,
for MRT-DTR, there is a tradeoff between termination speed e fraction of
bandwidth that can be used to carry PCN traffic. The questicetiven MRT-DTR

is fast enough boils down to the question whether surviviogidl can afford a
certain duration of QoS disruption, i.e. until SR-overloademoved, when many
other flows are terminated.

4.6 Impact of a Small Number of Flows per IEA

PCN-based AC and FT are intended for networks with a suffigidngh PCN

traffic rate per link [2]. This can be achieved when links gararge number of
small IEAs which is a likely scenario in future networks. IEN domains are very
large in terms of the number of ingress and egress nodesaomgy small number
of realtime flows is expected per IEA [41]. Then, flow termioatmight have the
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following granularity problem. If MRT is expected to terrmaile 25% of the traffic
of an IEA, but the IEA has only two flows, either 0 or 1 flow can eentinated. We
propose several flow termination policies to handle thigagibn and investigate
their impact using packet-based simulation.

4.6.1 Flow Termination Policies
We propose new flow termination policies.

e Aggressive terminatioterminates so many flows that their overall rate is at least
the termination raté& R

e Careful terminatiorterminates a set of flows whose overall rate is at ndt

e Proportional terminatiorfirst terminates a set of flows whose overall rate is at
mostT R Let the difference betweeéhRand the rates of the terminated flows be
AR. Then another flowf with rater; is chosen for potential termination as well
as a random numberdy < 1. Ify < %* holds, then the flow is terminated.

e Safe terminatiomeduces the termination rate by some safety margin and then
uses proportional termination to terminate that rate. Tlaggim is given as a
fraction x > 0 of the traffic that should remain after termination. For MRT
ITR this means that the ingress node calculates the terimmedte byTR =
max(0, IR — (1+Xx) - SAR. With MRT-DTR and dual marking, the ingress node
calculates the termination rate B\R= max(0,EMR—x- (NMR+TMR)). With
MRT-DTR and single marking, the ingress node calculategafmaination rate
by TR=max0,NMR+EMR— (1+Xx)-u-NMR).

4.6.2 Experiment Setup

We consider a single bottleneck link with a supportable cdt&R= 12 Mbit/s.
Initially, it carriesniga = 50 IEAs and some time latetga = 100 IEAs due to
a rerouting event. Each of the IEAs ha§, = 2 flows withr¢ = 80 kbit/s at
simulation start. Then, 16 Mbit/s run over the bottleneck Wwhich corresponds
to an SR-overload of 33%. Hence, 25% of the flows should be rethso that
only 12 Mbit/s PCN traffic remain on the bottleneck link. Howeweach IEA can

remove either 0, 1, or 2 flows. Thus, there is a granularitplerm.

We use a packet-based simulation to study the time-depeRd&M traffic rate on
the bottleneck link with MRT-DTR and dual marking. We assypeeiodic voice
traffic with constant packet inter-arrival timé&T = 20 ms and constant packet
sizesB = 200 bytes. To avoid simulation artifacts due to overly exaatal times,
we add some uniformly distributed jitter to the packet traission times of at most
D?ﬁxz 1 ms. The excess marker on the bottleneck link is configuréduneference
rate SRand a bucket size of.05 s: SR i.e. 06 Mbit. The measurement intervals
are Dy = 100 ms long. We run multiple simulations and average theidda
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time-dependent traffic rates. We perform so many runs th#tdence intervals are
small, but we omit them in the figures for the sake of clarity.

4.6.3 Simulation Results
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Fig. 10. Time-dependent PCN traffic rate on the bottleneck link with MRT-2RhR dual
marking: over- and undertermination occurs with different flow terminatmicies.

Figure 10 shows how the PCN traffic rate on the SR-pre-congdisie@volves
with the four different flow termination policies. Aggregsitermination leads to
significant overtermination. After termination only 8 Misitout of the 16 Mbit/s
remain on the link because every IEA removes one flow whicresponds to 50%
termination instead of the required 25% termination. Thian overtermination of
33%. Careful termination leads to significant undertermamaon the bottleneck
link because it does not terminate any flow on most IEAs. Asitimaber of ETM-
packets per IEA is subject to statistical fluctuations, thesnetimes suffice that a
IEA terminates a flow. Proportional termination mostly terates no or one flow
per IEA. The figure shows that the PCN traffic rate on the bagti&rink is reduced
to a bit less than the desir&R Safe termination with a margin of 10% terminates
exactly as much traffic as needed so that the PCN traffic rateuesiy meets the
desiredSRon the bottleneck link. Thus, proportional or safe termorashould
be used in practice to avoid over- and underterminaitonenpttesence of a small
number of flows per IEA.

Note that the fluctuations in the fraction of ETM-packets peasurement interval
can lead to unfair fractions of terminated flows among IEASisThot desirable
but acceptable in exceptional situations where traffic ag¢ede terminated. The
presented results were obtained with MRT-DTR and dual mgtkiut exactly the
same results can be obtained with MRT-ITR and dual markirith $ihgle marking
schemes, less undertermination occurs and we show in theseetion that MRT
with single marking generally leads to more overterminatio
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4.7 Impact of a Small Number of Packets per Measurement hidterv

The number of ETM-packets per IEA is subject to statisticadtiiations. As single
marking marks packets with ETM already in the presence of A&doad, it is
possible that the fraction of ETM-packets in a measurenmgetval is so large that
flows are terminated even in the absence of SR-overload. Watifyuthis effect,
propose countermeasures, and show their effectiveneshaWeused MRT-DTR
in this section, but the results are identical for MRT-ITRc& there is no packet
loss in the experiments.

4.7.1 Experiment Setup

We use the same simulation setup as in the previous sectimidsingle mark-
ing instead of dual marking, the excess marker is configunéd thhe admissible
rate instead of the supportable rate. The simulation sm'tts”'—g‘\ IEAS on the
bottleneck link. The resulting PCN traffic rate corresporathe admissible rate
of the link. After 1 s, additional“'% IEAs are carried over the link which may
happen due to a rerouting event. The supportable rate ofrtkésl configured so
that it corresponds to the rate of thasga - ni%"* flows, i.e., no flow needs to be
terminated.
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B L SR| g0 | SR

Safe (x=0.2) 70 Proportional
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(a) 50 PCN packets per measurement infb}J-500 PCN packets per measurement inter-
val (02 — 10 voice flows per IEA). val (N2 — 100 voice flows per IEA).

Fig. 11. Time-dependent PCN traffic rate on the bottleneck link with MRT-DArR
MRT-ITR and single marking: flows are terminated in the absence of SRergestion
(miea = 10 IEAS on the link after rerouting).

4.7.2 Simulation Results

Figure 11(a) shows the PCN traffic rate on the link f}3*® = 10 voice flows
per IEA and two different flow termination policies. Initial ”'% =5 |EAs are
carried over the link, but after 1 s addition-’%bg— = 5 IEAs appear due to rerout-
ing. Therefore, AR-overload occurs, packets are marked W, and flows are

25



terminated. Flow termination happens in spite of the absefSR-overload be-
cause the number of observed ETM-packets per measurementainfluctuates
and if it is sufficiently large, the ingress node terminateffic. With proportional
termination we observe overtermination of up to 33%. Safedygins are intuitive
countermeasures. However, safe termination with a larggimaf 20% reduces
overtermination only to about 20% which is still not accdybea The experiment
is designed such that a measurement interval initially 088 PCN packets. The
severity of the problem diminishes with an increasing nundfé>CN packets per
measurementinterval. Figure 11(b) illustrates the teatnm process with 10 times
more flows per IEA, i.e. with 500 PCN packets per measuremeenvial. Propor-
tional termination still leads to about 10% overterminatibut safe termination
with 20% margin almost fully avoids it.

Nearly the same relative evolution of the PCN traffic rate carobserved with
NN = 2 andn/2%"® = 20 video flows (without figures). The packet inter-arrival
time of these flows is 4 ms so that the experiment with videfficreeads to 50
and 500 PCN packets per measurement interval like in the iexeet with voice
traffic. As the packet size is set to 1500 instead of 200 bytespverall rate on the
considered link carries 60 and 600 Mbit/s instead of 8 and &@t/Mandc;, AR,
and SR are adapted accordingly in the simulation runs. The fadt dhaost the
same relative evolution of the time-dependent PCN traffiesr@& obtained shows
that the observed overtermination is due to a low number ckgta per measure-
ment interval and not due to a low number of flows or a smalfitraéte per IEA.
Thus, another method to reduce potential overterminasitime prolongation of the
measurement interval. This increases the number of PCN fsao&emeasurement
interval, but it also leads to a larger termination delaychis again undesirable.

These overtermination phenomena can be observed in siondainly if multiple
IEAS are concurrently carried over a link. When only a sin@lA s simulated, the
ratio of the measurelMR andEMR, which are reported to the ingress node, is
stable, AR-pre-congestion is correctly recognized, andglave not unintention-
ally terminated. With multiple IEAs carried over a bottlekdink, PCN packets
are marked with ETM on the pre-congested link independeoitiwhether pre-
ceding packets of the same IEA have recently been markedBwil. This leads
to fluctuations oNMR and EMR which is a prerequisite for the observed overt-
ermination. Furthermore, care must be taken to avoid thatlyyeriodic packet
transmissions lead to combinatoric effects and simulatrtifacts. With dual mark-
ing, the reported problem cannot occur because packetsnaeEd M only in the
presence of SR-overload. Hence, termination cannot beetiéglgn the absence of
SR-overload.
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4.8 Impact of Multipath Routing

Multipath routing is frequently applied in IP networks iretform of the equal-cost
multipath (ECMP) option [42]. Therefore, the applicabiliy PCN to networks

with multipath routing is an important issue. The termiaatdecisions of MRT

methods are based on rate measurements of differently ch&&& traffic per

IEA. This information is used to infer the pre-congesticaiatof the path belong-
ing to the IEA which is meaningful only in case of single-paditing. In case of
multipath routing, the obtained feedback stems from alliplgpaths of the multi-

path carrying active flows. In addition, there is no inforimatabout which flows

of an IEA are carried over an SR-pre-congested partial pathaesncandidates for
termination. As a result, MRT with dual marking causes @armenination in case of
multiple partial paths. MRT with single marking causes bwmtar- and undertermi-
nation, i.e., SR-pre-congestion is possibly not detectawbfully removed. In the

following, we derive a mathematical model to quantify theffects of over- and
undertermination and illustrate them for MRT with dual ambte marking. The

analysis and its results are valid for both MRT-DTR and MRRI

4.8.1 Analysis

We model the termination process assuming equal flow ratéslanote the ad-
mitted traffic by the number of flows. The model state (sp,...,5%-1) (0 <i <K)
indicates the number of current flows kipartial paths of an IEA. Admissible or
supportable rates are assigned to links within a PCN domaininbour analysis
AR andSR indicate the number of admissible and supportable flows oh par-
tial path. In reality, several flows are removed simultarsipat the end of each
measurement interval. Our model neglects the time compameich is here not
of interest. Flows of an IEA are successively randomly choge termination
and removed. The probability that a flow from patis chosen for termination
is p(s,i) = <3 which yields the probability for the transition steps of mple

 20<j<kSj
death process

(507"'737"'7&—1)ﬂ)(s()a“'as_:lwnwsk—l) (6)

The process starts with = n; flows. We compute the probabilify(s) of all states
swith 0 < s < n; by an iterative algorithm. The stop condition of the terntimma
process depends on dual or single marking. In case of du&imgathe termination
process stops if the SR-overload has been removed on akipgaaths, i.e., if the
condition

S$<SR Vi:0<i<k (7)

is met. In case of single marking, the termination procespssif the overall re-
ceived traffic rate is at most the rate of the non-ETM traffic({s, AR )) multiplied
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by u, i.e., if the condition

min(s,AR) (8)

0§|<k O§|<k

is met. The sef” contains all statesin which the iterative calculation terminates
because the stop condition is met. The probability of theestan the terminating
set7 sums up to 1. Hence, we can calculate the average relativerdarabovert-
ermination and undertermination by

OT — 257 J0<i<k max(0, min(n;, SR) —s) - p(s)
Y o<i<kMin(n;, SR)
UT — 25T 20<i<k max0,s — SR) - p(s)
> o<i<kMin(n;, SR)

and (9)

(10)

4.8.2 MRT with Dual Marking and Multipath Routing

In this section we study MRT with dual marking and multipadliting. In case of
SR-pre-congestion, flows are terminated from the IEA untiye ETM-packets
arrive, i.e., until SR-overload is removed from all partiatips. Thereby, flows from
non-SR-pre-congested partial paths are possibly alsonated and, therefore,
overtermination occurs. We study the impact of severabfaabn overtermination
and discuss signalling of additional information to redagertermination.

4.8.2.1 Impact of the Number of Flows per Partial Path We perform the fol-
lowing symmetric experiment setup. An IEA carries traffi(eolsrlpé‘;hse {2,3} par-
tial paths and each of them has the same supportabl&Rafen terms of number
of flows) which is a variable parameter in our study. The @hitiumber of flows
n = fo'- SR is also the same on all partial paths and controlled by thel aae
factor fsr\E = 2.0. Figure 12(a) shows the analytically computed averagdewvsi-
nation after the termination process stopped depending@number of support-
able flowsSR per partial path. WitmP2y'= 2 paths per IEA, the average overter-
mination ranges between 4% and 10% and diminishes sigrifyoaith increasing
numbers of supportable flov@R. With nP2"S— 3 paths per IEA, the average overt-
ermination is larger but also decreases with increasingoeniof supportable flows
SR. The figure also shows the results for an asymmetric expatisetup where
only one partial path experiences an overload factdé)éf: 2.0 and the others are

loaded withSR flows. In that case, the overtermination is about 20%f8}™ =

partial paths per IEA and about 33% aths_ 3 partial paths. In particular, the
overtermination does not decrease with mcreasmg nuntdfesapportable flows
SR.
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Fig. 12. Overtermination due to multipath routing with symmectric and asymmetric-exper
iment setup.

4.8.2.2 Impact of the Overload Factor We keep the number of supportable
flows per partial path fixed é8R = 50 and vary the overload factd&:. Fig-
ure 12(b) shows that the overtermination for the symmetmeament is rather
independent of the overload factor, lower than G%H@hsz 2 partial paths per

IEA and lower than 10% fon’2\"*= 3. Thus, it has only minor impact. In contrast,
in the experiment with only one SR-pre-congested partiah,piie overtermina-
tion increases significantly with the overload facféﬁ- and reaches large values
between 20% and 30%.

4.8.2.3 Impact of the Relative Size of the SR-Pre-Congest@éth We set the
number of supportable flows per partial path on the non-SRepngested paths
to SR = 50. The overload factor for the SR-pre-congested patffpbz 2 and
we study the impact of the number of supportable flows on thth.prhe results
are presented in Figure 13. The x-axis shows the suppomaioier of flows on
the SR-pre-congested path relative to the other paths. Felaive size ofx = 1
all partial paths have the same supportable rate and thevellsevertermination
equals the values in Figures 12(a) and 12(b) which are ali®6td®/ertermination
for nP"S— 2 partial paths per IEA and about 33% faff’s = 3. When the SR-
pre-congested partial path is smaller than the others, thgeymination can be
significantly larger, i.e., 39% and 44% fof2,'°= 2 andn2y"*= 3 when theSRof
the SR-pre-congested path is only 20% of 8iof its parallel paths. When tHeR
of the SR-pre-congested partial path is larger tharSRef its parallel paths, the
overtermination can be significantly smaller.

4.8.2.4 Mitigating Overtermination by Additional Signalling Overtermina-
tion due to multipath routing can be avoided for dual markfrepress nodes send
information about flows with ETM-packets to the ingress reod&s these flows
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are carried over SR-pre-congested paths, they are appepaadidates for termi-
nation. If only a single partial path is SR-pre-congesteis, tiethod is obviously
correct. If several partial paths are SR-pre-congestesl ntiethod helps to termi-
nate traffic only from SR-pre-congested paths. However, tex@ination can still
occur in this case.

4.8.3 MRT with Single Marking and Multipath Routing

We illustrate over- and undertermination for MRT with siagharking and multi-
path routing by analytical results and discuss signallihgdalitional information
to improve the performance.

4.8.3.1 Analytical Results In case of single marking, flows are terminated from
the IEA until the fraction of ETM-packets is sufficiently siingee Equation (8)).
This does not necessarily mean that SR-overload is remowedd! partial paths.
Thus, undertermination may occur. Note that one path magatewertermination
and another undertermination after termination stops.a@deer, flows may not be
terminated at all in spite of SR-pre-congestion on at leastpartial path of the
multipath since the IEA does not indicate SR-pre-congest®rquation (8) is
met. We perform some experiments that show how differentalsd how large
the amount of over- and undertermination can be. We consigangle IEA with
nP2"S— 2 parallel paths, each of them having an admissible rateRpf= 20 flows,
andu = 2. Thus, each partial path can carry up to 40 flows withoutd&R-pre-
congested. We set the number of flows on the first partial jpath € {20,40,60}.
Figure 14 shows the average relative over- and undertetimmas well as their
sum depending on the number of flomsson the second partial path.

For ng = 20 flows on the first partial path, flows are not terminatedrfpr 60
flows on the second partial path although the second pawihl is already SR-
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pre-congested for more than 40n; flows. Therefore, we observe up to 33% un-
dertermination. Fon; > 60, flows are terminated on both partial paths. With in-
creasingny, undertermination decreases and overtermination inesgdisey occur
simultaneously on both paths and sum up to about 33%ng-er40, none of the
partial paths is SR-pre-congested far< 40 and flows are not terminated. From
n; > 40 on, SR-pre-congestion is indicated for the IEA and flowstanainated.
The amount of over- and undertermination is the same up tataicevalue of
n;. For ng = 60, the IEA indicates SR-pre-congestion far< 20 andn; > 20
and hence flows are terminated in these rangesnfer 20 the IEA does not in-
dicate SR-pre-congestion although the first partial pathrRgp&-congested. For
small values oh; < 40 there is more under- than overtermination. io¥ 40, the
amount of over- and undertermination is the same up to aicesdue when over-
termination prevails. This is of course not an in-depth ysial but the experiments
show that over- and undertermination can be quite largelaadare very sensitive
to the load on the partial paths of a multipath.

4.8.3.2 Mitigating Overtermination by Additional Signalling When only a
single partial path is AR- or SR-pre-congested, overternanatan also be avoided
with single marking. To that end, the egress node informsrpeess node about
flows with ETM-packets. However, SR-overload is not necdlysaetected so that
undertermination may still occur. Furthermore, this mdtlloes not work when
multiple partial paths are AR- or SR-pre-congested. ETM-p&ckan result from
other AR-pre-congested paths whose flows should not be tatednTherefore, it
is not possible to reliably remove overtermination for $gngarking by additional
signalling.
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5 Summary

We have investigated three different flow termination mdthdlow terminaiton
with directly measured termination rates (MRT-DTR), flon@nation with indi-
rectly measured termination rates (MRT-ITR), and flow teiation with sustain-
able aggregate rates (MRT-SAR). They can be applied with alugisingle mark-

ing.

In Section 4.1 MRT-SAR revealed to be extremely prone toteverination when
traffic descriptors are overestimated so that we excludiechtlethod from further
study. MRT-DTR and MRT-ITR suffer only from delayed termiioa since multi-
ple termination steps are required when traffic descrigogoverestimated.

In Section 4.2 we showed that incipient and ceasing SR-cag@tan lead to over-
and underestimation of differently marked PCN traffic and vere and undert-
ermination. However, undertermination can be repairedduit@nal termination
steps and overtermination can mostly be avoided by respgstifficiently long
inter-termination times and by calculating terminatiotesabased on appropriate
measurement reports. In Section 4.3 showed that overtatimincan occur in par-
ticular if IEAs carried over a SR-pre-congested bottlenéck have significantly
different RTTs. Sufficiently long ITTs again help to avoidestermination.

In Section 4.4 we showed that packet loss can lead to ovdrtation. MRT-
DTR with dual marking does not suffer from overterminatidrath and is fastest
when non-ETM-packets are preferentially dropped. MRT-D¥ikh single mark-
ing avoids overtermination when ETM-packets are preféadytdropped or when
packets are dropped independently of their marking. MRR-Hethods require
preferential dropping of ETM-packets to avoid overternima While MRT-ITR
can basically remove SR-overload in one shot, MRT-DTR regseveral termina-
tion steps. Section 4.5 derived the number of required teatiun steps depending
on various parameters.

Section 4.6 illustrated that extensive overterminatioesifaly occurs in the pres-
ence of IEAs with only a few flows because termination rateslmsmaller than
entire flows. We proposed new proportional flow terminatiohqy that avoids this
problem for dual marking. Section 4.7 shows that with simgéeking, traffic is al-
ready terminated in the presence of AR-pre-congestion withay SR-overload.
The effect is significant when measurement intervals comy a small number
of PCN packets~ 50). Proportional flow termination with a safety margin clga
reduces the overtermination but can hardly avoid it. Tleeefsingle marking is
applicable only for IEAs with high traffic aggregation inrnes of packets per sec-
ond.

We demonstrated in Section 4.8 that all MRT methods — MRT-DFMRT-ITR
with either dual or single marking — do not work well with mpHth routing be-
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cause the terminating ingress node does not know which flam ¢EA belongs to
a SR-pre-congested path. Therefore, dual marking leadsstwesmination which
can be mitigated when egress nodes signal information amawked flows to
ingress nodes. Single marking leads to both overterminaina undertermination
in case of multipath routing and it cannot reliably deteal eemove SR-overload
under certain circumstances. This cannot be preventeddiyiaal signalling.

MRT-ITR with preferential dropping of ETM-packets was atkxp for standard-
ization mainly because it terminates traffic faster than MIRIR. FT with single
marking is simpler than FT with dual marking, but it possildyminates flows
without SR-pre-congestion and cannot be applied for netswarth multipath rout-
ing. Therefore, both dual and single marking are currertiypdardized in IETF.
MRT-ITR with dual marking is defined in [7] while MRT-ITR witkingle marking
is standardized in [8].

6 Conclusion

Admission control (AC) and flow termination (FT) serve to asa@ QoS for high

priority traffic in the future Internet. Pre-congestion ifioation (PCN) is a load-

dependent packet marking mechanism that allows simpléfeddbased AC and
FT for DiffServ domains. In this paper we have investigatadtiple FT methods

that are based on measured rates of differently marked P@N.tkle documented

pitfalls and challenging conditions that lead to overteration and termination
delay, thereby limiting the applicability of these methodibis leads to a better
understanding of the tradeoffs in the design options and RChhblogy in general.
We also proposed improvements to the FT algorithms to casseolvertermination
under challenging conditions.

The current standardization process suggests FT with ddadiagle marking. Sin-
gle marking is simpler from a technical and standardizgh@nt of view. However,

FT with single marking causes overtermination in more sibus than FT with dual
marking. The results of this paper help operators to decigetier the simple FT
with single marking satisfies their needs or whether theyireghe more complex
FT with dual marking for their purposes.
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Appendix

Table 1
List of frequently used acronyms.
Acronym | Meaning
AC admission control
AR admissible rate
DEP preferential dropping of ETM-packets
DNP preferential dropping of non-ETM-packets
DRP dropping of random packets
ECMP eqgual-cost multipath
EMR rate of ETM-traffic measured by the egress node
ETM excess-traffic marked (PCN codepoint)
FT flow termination
FTT flow termination time
IEA ingress-egress aggregate
IR rate of PCN traffic sent and measured by the ingress
ITT inter-termination time
MRT measured rate termination
MRT-DTR | MRT with directly measured termination rates
MRT-ITR | MRT with indirectly measured termination rates
MRT-SAR | MRT with measured sustainable aggregate rates
NM not-marked (PCN codepoint)
NMR rate of NM-traffic measured by the egress node
PCN pre-congestion notification
RTT round trip time
SAR sustainable aggregate rate
SR supportable rate
™ threshold-marked (PCN codepoint)
TMR rate of TM-traffic measured by the egress node
TR termination rate
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