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_ _ _ _ the same bit rate onto a single wavelength. This saves wave-
Abstract—This paper reviews the basic architecture and |engths and optical transmission equipment. The routirtef

component costs of opaque, transparent, and semi-transpate  jomands heavily influences the amount of traffic aggregatabl
DWDM networks and looks at the network design problem from y ggrega

a capital expenditure (CAPEX) point of view. Given are a fiber by m.uxpond.er's and therEbY _the SaV!”QS of mSta”at'oln costs
topology and a demand matrix with different bit rates. Required Routing optimization to facilitate efficient data aggregat
is the least-cost optical equipment for that topology together wit by muxponders is calledrooming Since routing and traffic
the routing and potential muxponder-based aggregation of all aggregation have different degrees of freedom in the three

demands such that they can be supported by the newly designed ; ; ; ;
network. We look at the problem for networks without resilience ggnmsg)?ee;ﬁj types of optical networks, grooming has differe

requirements and for survivable networks using 1+1 protection i . . .
against single fiber cuts. We model this problem for the three ~ This paper focuses on the installation cost of survivable op

types of optical networks by integer linear programs (ILPs) in a tical networks. We assume that a demand matrix with differen
canonical way. ) _ bit rates and a fiber topology are given, but no equipment is
0 '”&enggrn”;Zr_Sllfl\"‘éfgt':ngr?C?:' A’\;eé\)/(m:t% DWDM, Groom- jinstalled. The operator needs to determine where the pyimar
g P ' ' ' and backup paths for the demands are routed and possibly
|. INTRODUCTION aggregsted bi)/ multiplex%rs. .I?]aieddon this_ informatlion, the
. . . network can be equipped with hardware, in particular wit
New Internet services like IP-TV lead 10 Cor1t'nuoush{axpensive transponders, multiplexers, and port cards. tbue

increasing traffic volumes and analysts even forecast ao-expne competitive market, theapital expenditurd CAPEX), i.e.

r};‘g'al grov:th |nt.the futlur(_a. Thus, I?r':ernet se_rtvlcef [irr]eva:i trt1e cost for the installed equipment, should be minimizdte T
(ISPs) must continuously increase the capacily of thel N, iy jiion of this work is the description of the CAPEX
works. Since link and node failures are an inevitable part ﬁ_ﬂ

dail work i ISP tecti hani inimization problem for the three considered network s/pe

ally network operation, 15F'S US€ protection mechanisms ginginteger linear programgILPs). The incremental problem
provide high service availability to its users. As the ravesn formulation for the three network types and the common
per carried bit decrease, ISPs strive for a cheap, easily

. ) : . . )ymenclature make their differences explicit and show the

tensible, and reliable infrastructure. Optical networlsing . -
- . . different problem complexities.

der_lse waveleng_th—dmsmn mul.tlpl.ex[l(@WDM) tephnology Sect. Il reviews related work regarding optimization of
fulfil thes'e requirements. The initial lnvestmgnt IS ane optical networks. Sect. Il presents the architecture afouye,
of glass flbe_rs between p(_)lnts of presence. Fiber glass &pch ansparent, and semi-transparent DWDM networks from a
and many fibers are available per f|ber_bundle. Today, up 0\ pEy point of view. Sect. IV describes the CAPEX min-
160 wavelengths can be enqbled leading to a transmission, - tion problem for the three network types using ILPs.
capacity of several Thit/s per fiber. Thus, the capacity cn:hsuSeCt V summarizes this work and gives conclusions
networks seems unlimited. Wavelengths for data transamssi ' ’
can be incrementally added per fiber link inducing upgrade 1. RELATED WORK
costs only when needed. This is an economically important

. i A general overview of grooming mechanisms in WDM ring
technical feature of optical networks.

Wi der three t f optical network ¢ and mesh networks is given in [1]-[3]. The work on routing
€ consider three types of optical networepaque rans- - 4 grooming optimization for optical networks differextés

parent and seml—transpargnbptlpal networks. In all these with regard to the objectives: throughput maximization for
networks, demands of various bit rates exist and transptendgxisting networks or network design with minimization of
are used to send the signal of one demand onto one w

lenath. Muxpond ltivlex the data of Ld d ysical resources or CAPEX for given topologies and traffic

ength. Muxponders multipiex the data of several demands b yices. In [4], routing and grooming optimization using
This work is part of the EUREKA project “100 Gbit/s Carrierdée Eth- ”—PS' apd heuristics for WDM mesh networks is presefn'teq to

ernet Transport Technologies (CELTIC CP4-001)” and fundgdhe Federal maximize the network throughput. The authors of [5] minieniz

Ministry of Education and Research of the Federal RepubliGermany the number of used Wavelengths for a network by ILPs and
(Forderkennzeichen 01BPO0775). It has also been suppore®dutsche

Forschungsgemeinschaft (DFG) under grant TR257/18-2. Tiiwes alone heuristic alggrithms. The heuris'Fics yield QOOd SOlu“dnSj
are responsible for the content of the paper. reasonable time. In [6] an overview of optical and electrica
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traverses in the network a tributary and a trunk interfaciésat
source node, two trunk interfaces at each intermediate,node
[ {i! and a trunk and tributary interface at its destination nddhe
' cost of these interfaces is denoted(@F‘u and depends on the
/ bit rateb. An EXC has a modular structure. A base node costs
xceand is able to switch 640 Gbit/s. Upgrade units extend
the base node by additional 640 Gbit/s and &ff .. An
(a) Opaque optical networks. EXC uses a DWDM terminal to enable optical transmission of
a fixed number of wavelengt per fiber link. Transponders
(TP) or muxponders (MP) are needed to transmit and receive
data over a wavelength. A transponder converts electrical
Optical layer signals from one ODU connection to optical signals that are
(b) Transparent optical networks. sent onto one wavelength. A muxponder multiplexes eledtric
signals from up to 4 ODU connections onto one wavelength
and demultiplexes them accordingly. The cost of a DWDM
terminal is given byCP"WPM and transponder and muxponder
costs are denoted 1§;° andC[® whereb is their bit rate on
the optical layer. Usually, the costs of one muxponder exsee
(c) Semi-transparent optical networks. the costs of four transponders of the next lower linerate. As
optical signals attenuateptical light amplifiers(OLAs) are
applied about every 80 km along a fiber which lead<€6
costs per km. They just amplify the optical signal. In aduditi

traffic grooming techniques using IP as a client layer is ltyive3R regenerators are needed approximately every 750 km to

and a new optical technology for efficient wavelength Srgatrincope with fiber lengths of thousands of k|_Iometers. Hovyever,
is introduced and evaluated. we do not take such 3R regenerators into account in our

CAPEX minimization requires realistic cost models foFtquy.IMuxponde(;s h_aveﬁseve;]al bene:i]ts. Fri]rst, the COStZ.Of
optical equipment which have been studied in [7]-[9]. | Single muxponder IS often cheaper than the corresponding

[10] an ILP for the CAPEX minimization of semitransparenFumber of transponders with the same overall bit rate. Skcon

networks is given based on sets of pre-calculated paths AHHXPO”derS reduce th_e required numper of wayelengths and
we reuse some of its ideas in our work. A fast heuristi%oss'bly also the required number of fibers which saves the

for that formulation is introduced in [11]. Our contributio amplifier costs for these fibers and DWDM terminals.
is a comprehensive description of the CAPEX minimizatiog transparent Optical Networks
problem for the three basic DWDM network architectures

including 1+1 protection and modular EXC or OADM/OXC Trgnsparent optical netv_vorks consist oftical add-drop
costs. multiplexers (OADM)or optical cross connect§OXCs) that

are connected with their neighbors over a fiber. This costly
[1l. M ODELING switching equipment is required only for nodes supporting

This section explains the architecture of opaque, traespar More than 1 fiber. An OADM with low cost£ad™ is
and semi-transparent optical networks from a CAPEX point &fifficient to support up to 2 fibers. An OXC supports 3 to
view using the cost model presented in [9], [12]. They are &t fibers [12, Sect. 3.4.5] and implies base cdaSfc, and
connection-oriented and transrjptical data unit(ODU) data additionalCgl® per supported fiber. We do not distinguish any
streams with bit rates of 2.5, 10, or 40 Gbit/s (ODU1, opudurther between OADMS and OXCs. OXCs switch optical

Electrical layer

Optical layer

Electrical layer

Electrical layer

Optical layer

Fig. 1. Connection structures on the optical and electiagdr.

ODU3). signals from incoming fibers to outgoing fibers using the
) same wavelength. Between two optical switches so-called
A. Opagque Optical Networks optical channels(OCh) or lightpaths are set up. They are

Opague optical networks consistelectrical cross connects connections in the optical domain starting at a source node
(EXCs) that are connected with their neighbors over fiberalong a chain of neighboring OXCs and terminating at
lines. EXCs set up ODU connections and switch them in ttee destination nodé (cf. Fig. 1(b)). The optical signals are
electrical domain starting at a source nadalong a chain of transmitted transparently as they are not converted ingo th
neighboring EXCs and terminating at a destination nddef. electrical domain at intermediate nodes. Demand streaes ar
Fig. 1(a)). Electrical signals are converted for transiis$o directly connected to transponders or muxponders whict sen
neighboring nodes into optical signals and are reconvdsyed their optical signals to DWDM multiplexers already integt
the neighbors to electrical signals before they are switdhe in OXCs. Up toW wavelengths can be multiplexed onto a
the electrical domain. An EXC exchanges data streams vViber. OLAs cause the same fiber costs as in Sect. IlI-A. In
tributary ODU interfaces with the upper layer and via trunkontrast to opaque networks, optical signals are not tedcbs
ODU interfaces with the optical layer. Hence, a data stredny optical-electrical-optical OEQ) conversion at intermediate
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hops. Therefore, the limited range of the transponder andThe fiber topology is given by a gragb: = (V, &) where

muxponder signals olL.™® must be respected: lightpaths) is the set of nodes anfk C V x V is the set of fiber links

cannot be longer than this distance. As a lightpath reqtires connecting themGe is also called thdiber layer The length

same wavelength on any link within its path, the assignméntaof a fiber link (i, j) € & is given byL;; and the number of

wavelengths to lightpaths is not trivial, but we do not cdesi activated fibers on that link is described by the variahle N.

it in our study. Each fiber can carry at mogt¢ wavelengths.

. . The demand layelis defined byGp = (V,&p) with &p =

C. Semi-Transparent Optical Networks Y x V. The demand matrix is three-dgmens)ional and con-
Semi-transparent optical networks use the same hardwg{gs the numberD?, of demands for each bit ratb ¢

components as transparent optical networks. However, OXgs_ {2.5,10,40} Gbit/s and for each source-destination pair

can connect consecutive lightpaths by feeding ODU signq@’d) € &. Demands of(s,d) € & with bit rate b are

from transponders or muxponders into other transpondgfgmbered 0< k < DP, and are identified by the quadruple

or muxponders (cf. Fig. 1(c)). Thus, data are transmittggqy

over a chain of lightpaths. Optical signals are transpérent |, opague networks, a demabddkis routed via a primary

transmitted within lightpaths but not anymore from SOUrCEath pPstk and possibly also over a backup paftick through
to destination of a Iightpath chain as OEO—convers_io_n the fiber topology. The binary Variab|q§jsdk’qibjsdk€ {0,1}
performed at some intermediate npdes. The physical limit fp,qicate whether these paths contain liiikj) € &, i.e., they
the length of lightpaths of™**km still applies, but the length gescribe the path layout. In transparent networks, patenti
of lightpath chains can go well beyond that limit. Anothefightpathssdkinstead of demandssdkare routed per source-
advantage of Ilghtpat_h chains is that wavelength ‘conversigestination paifs, d) € £p and numbered by 8 k < K where
can be done where lightpaths are concatenated, i.e., @singls just an upper bound on the number of required lightpaths.
wavelleng.th from source to destination i_s. not requireq. Thigheir paths are given by binary Variab|ﬂs?dk7qisjdkana|ogous|y
possibly increases the success probability to establisih ng, paths of demands. Non-empty paths are provided only for a
connections in a network with already existing connectionsusua”y smaller number of required lightpaths and the numbe
IV. ILPS FORCAPEX-AWARE NETWORK DESIGN of potential lightpathK is further qualified in Sect. IV-D and

A sum sum 1 1
This section gives a high-level overview of CAPEX-awareseCt' IV-E byDgy™ and D> This cumbersome construction

: o . Is needed for the sake of a linear program formulation. Semi-
network design usingnteger linear programgILPs). Then, . e
. . . . transparent networks require an additiorightpath layer
some terminology and notational conventions are introduc

_ ati _ - - L L
before mathematical descriptions for the network desigipr - (V.’ ‘?L) Where.g'- €V xV indicates p.otent|al I|g_htpath

. connectivity, i.e., it is not clear whether a lightpath Wik set
lems for opaque, transparent, and semi-transparent bptica

. up between two node&x,y) € £.. In contrast to transparent
networks are presented in the form of ILPs. networks, lightpathsyk are established fafx,y) € £ instead

A. Overview for (s,d) € &p, but all other lightpaths issues are the same.

The objective of this paper is the design of optical networks The use ofr, &, &p instead ofy x V in formulae provides
with least installation costs for a given fiber topology aniyer information which improves their comprehensiveness
demand matrix with different bit rates. For all consideredhe number of transponder- and muxponder-based lightpaths
network types, the routing of the demands and a plan f#ith an optical transmission rate € 5 are given by the
cost-effective multiplexing using muxponders need to hatb Variablest® and mP: tij,mj, (i, j) € & describe their number
so that the equipment required for this path layout has e link in opague networkssg, Mg, (s,d) € €p describe their
costs. This is required for networks with and without resite humber per source-destination pair in transparent nesyork
requirements. In the latter case, each demand is carried od8d by, My, (X,y) € &L describe their number per lightpath
two disjoint paths (1+1 protection) so that one of them stifionnectivity in semi-transparent networks. Componentscos
works in case of a fiber cut. are denoted by the paramet@¥ or C{ and explained when

The CAPEX minimization problems are formulated byeeded.

ILPs. ILPs use integer-valued variables to describe a ¢
function that is to be minimized while meeting additiona . .
constraints for the variables. ILP solvers are programisfhg. Ve first present the CAPEX value for survivable and non-
a solution for the variables that minimizes the cost furrctioSUrvivable opaque networks as the objective function fer th
ILPs are often very complex and exact solutions canngf®PEX minimization problem. Then we add routing con-
be found within manageable time for real-world problemitraints for flow conservation and disjoint primary and hgrk

.t Opaque Optical Networks

instances. Then, heuristic algorithms may be applied. paths and provide lower bounds for the required hardware
. ) . equipment. Finally, we recapitulate the ILP structure.
B. Terminology and Notational Conventions 1) CAPEX: The overall CAPEX for non-survivable opaque

To facilitate the readability of our formulae, sets are dedo networks are summarized by Eqn. (1). They consist of the
by calligraphic letters, parameters and constants by epper costs for two ODU cards on EXC tributary interfaces for each
letters, while variables by lowercase letters. demand, two ODU cards on EXC trunk interfaces for each
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demand and each traversed lifikj) € &, two transponders To assure that the network can carry the demand matrix with
and muxponders for all transponder- and muxponder-bagbé desired protection, we derive conditions providingwaeio
optical transmissions per Iinki"}(, nﬂ), two DWDM multiplex bound for their number. The conditions are formulated for
terminals for all activated fibersj; on all links, the OLAs primary and backup paths. When survivability is not needed,
which are proportional to the length of activated fibers, ortee terms for the backup path are removed, but we omit these
EXC base node per nodes V and the EXC upgrade unitg,  slightly simplified formulae for the sake of brevity.
per nodev e V. First, we provide lower bounds on the number of transpon-
opague odu b odu _bsdk ders and muxponders. Each transponder serves up to one
o= § ; A BZ-Cb Dsg + . SZDZ'BCb "Pi™ T demand of the same bit rate while each multiplexer serves
(sd)e2o.be (i,gs)‘e)gio"’g k€< DY, up to four demands with one fourth of its bit rate. Thus,

b mp the number of transponders and muxponders on any link is
- (Z'Cb 2.6 J) + () constraint by the number of demands that are carried over
(i,j)e€r beB them:
(Z-CDWDM _|_Cola'|_ij) . fij + exc +CSXC de W) o
(i,j)zeg,: y ( ase pgrade ) V(I, J) €& ti%_5+4_ml]_02 Z (pizj.Ssdk+ qi2j.53dk>(5a)
ded d h . (sd)e€p,0<k<DZP
1+1 dedicated path protection sets up a primary pa{ o K dK
and a link-disjoint backup pattPs® for each demandbsdk ~ V(i»1) € & & t°+4-mPP> 5 (piljoS +qi® )(5b)
This causes additional costs for ODU cards, transponders, (sd)e€p,0<k<Dgg
muxponders, fibers, and EXC upgrade units. All of them argy(j, i) e & - tﬁoz z (pi4_Osdk+ qiz{csdk) (5¢)
covered in Eqn. (1) by the component costs except for the ' ! '

(sd)e€p,0<k<D2}
ODU cards. Thus, we add for the backup paths two ODU

cards on EXC trunk interfaces per demand and traversed link/avelengths are not directed and can be operated in any
assuming that EXC equipment doubles signals received fratiiection. A lower bound for them is given by the number of
tributary interfaces onto primary and backup paths and esergransponder- and muxponder-based lightpaths traverbigmg t
them at the destination. Thus, the CAPEX for survivablié any direction and the maximum number of wavelengths

opaque networks are per fiber. In order to count wavelengths only once for both
directions,i < j has to be ensured:
Ctl)gique: CipaquejL z 2~C8du-qibdek. (2)

o L b, (b
(i‘gs)’g)si,gf’gbkefbgd V(i,j) € Eryi<j:fij-W> bgg (tij +tR +mp +m‘f|> . (6)
2) Routing Constraints for Individual Demands: Flow conEach EXC consists of a base node with a transmission
servationmeans that the path®sdof a demancbsdkleaves capacity ofRpase= 640 Gbit/s and possibly several upgrade
only the source nods enters only the destination nodeand ~ units with Rypgrage= 640 Gbit/s each. Their minimum number
both enter and leave any intermediate nodes. These canstraiv € {0,1,2,4} for a specific nodev € V is a variable and

are captured by the following formulae: bounded by the traffic rate switched by the EXC:
vbe B,(s,d) € Ep,0< k< DB, Vie V: WweV: Rbaset Uy - Rupgrade™
1 i=s z Z b- z <pibjsdk+ qibjsdk> (7)
bsdk_ bsdk_) 1 i_g ®) (sdj < o, bEB  0<k<Db)
o™ e .y (1) € 8 1 =vv (s=vni =) :
' ' 0 otherwise 4) Summary of the ILPs:The ILP for the CAPEX

When resilience is needed, a demarstikrequires a backup minimization of survivable opaque networks minimizes

path g?s¢k which is also subject to flow conservation analthe objective function in Eqn. (2). The free variables
e ; bomP fij, pPsdk gPsdk u, with b € B,(sd) € &p,(i,]) €

ogously to Egn. (3). In addition, primary and backup patﬁs’ AT Pl I ) A D>l

must be link-disjoint. The linksi, j), (j,i) € & use the same &F,0 < k< Dgyv eV are subject to the constraints in Eqns.

physical resources. Therefore, at most one of them can lae u6®—(7). A modified version of Eqn. (3) also applies to backup

either by the primary or backup path. This is asserted by path?QbSdk- The ILP for the CAPEX minimization of non-
survivable opaque networks minimizes the objective fuomcti

vbe B,(s,d) € &,0 <k <Dy (i,]) € & (4) in Egn. (1). It has the same free variables except for the
bsdk__ pbsdk__ obsdk | gbsdk bsdk .
PR Ay g s L backup pathg®>¢ and respects the same constraints except

3) Lower Bounds for Required Hardware Components:for Eqgn. (4) which guarantees link-disjointness for prignar
The cost functions in Eqns. (1) and (2) require the numb8Rd backup paths.
of transponders-tj’, muxpondersrrﬁ, and fibersfj; per link
(i,]) € & and the number of EXC upgrade unitg per node
v € V. The minimization of the cost functions implies also the We describe the CAPEX-minimization problem for trans-
minimization of the number of these hardware componengarent networks analogously to Sect. IV-C.

D. Transparent Optical Networks
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1) CAPEX: Egn. (8) sums up the CAPEX for non-Dg" potential lightpaths:
survivable transparent networks. They consist of the costs V(s,d) € Ep,0 <k < DSUMVi € V'
for two transponders or muxponders per transponder- or ' T sd :

muxponder-based lightpath for any source-destination e <dk Sdk 1 = (12)
fiber costs induced by the OLAs, and the OADM/OXC nodes. t ')zes Pij _<. i)zeg pit=qy-1 i=d
The binary variablea, indicates whether node supports at e Juese 0 otherwise

least two fibers and requires at least a OADM. The binary As optical signals on transparent lightpaths cannot be elec
variable o, indicates whether node supports at least threetrically refreshed, paths cannot be longer thd#* km. Thus,

fibers and requires an OXC instead of a OADM. If morghe following length restriction applies to the layout of al
than two fibers are needed at nodethe additional fibers |ightpaths:

are calculated by the variab&.

V(s,d) € &p,0 < k < D3U™: Lii-pPdk< LM (13
Ctlrans _ z (Z-Cf)p-té’d+2-cl')"p~n€d> n (s.d) sd (e j - Pij (13)
(sd)eép,beB When resilience is needed, a lightpasidk requires in
coR.Ljj - fij + Z}(Coadm-av+ addition to its primary pattpsdk a backup pathg® which
(i,)eer ve is also subject to the number of required lightpaths, flow

(_Coadm+ cg;ge+2.cf%>§°) -0y +CX¢-e,). (8) conservation, and length restriction analogously to E(ig—
(13). In addition, primary and backup paths must be link-
1+1 dedicated path protection sets up a primary path agigjoint which is asserted similarly to Eqn. (4) by
a link-disjoint backup path for each demand. This causes V(s,d) € &,0 <k sum (i i .
o ) ) D,0< k<D™ (i,]) € & -
additional costs for transponders, muxponders, and fibers.
p p L quﬁg 1

This needs to be taken into account for the cost function of ) . .
survivable transparent networks: 4) Lower Bound for the Number of FibersAgain we

assume without loss of generality that the number of filigrs
cians = cransy (Z.CLp~t§d+2~C{)"p~ mgd> (9) s positive only fori < j. A lower bound for them is given by
(sd)cép,beB the number of transponder- and muxponder-based lightpaths

) _ ) traversing them in any direction and the maximum number of
The increased number of fibers is already coveredipynd wavelengthw per fiber:

. frans

taken into account bg{2"in Eqn. (8). . Vi, i) €&, i<]):
2) Lower Bound for the Number of Lightpath#n trans- (

parent networks, direct lightpaths are set up to carry deisian (sd)e€p O<k<DSum

from source to destination. Several demands are possibly mu 5) Lower Bounds for Switching Equipmenithe binary
tiplexed onto a single lightpath using muxponders. Slrmlarv%riablesav ando, are one if the number of activated fibers

(14)

fij - W > i pitir gi i) (19)

to Eqn. (5), @ Iower_bound for_the.number of transponder- aftached to a node is larger than 1 or 2 and zero otherwise.
muxponder-based lightpaths is given by

They indicate if at least an OADM or even an OXC is required.
V(s,d) € & : t535+4~ még > Dg.ds (10a) The inte_zg_er variable, € {0,1,2, 3} ind_icates for the OXC_ at
v the minimum number of required fiber cards aboves2is

. 10 40 10
V(s,g) €ép: tsd +4- mj% 2 ng (10b) at most 3 as an OXC can support at most 5 fibers.
V(s,d) € &p: tsg = Dgg. 10c
(sd)€éo sd ™ Zsd (10c) wev: da+l > Y fy (16a)
3) Routing Constraints for Individual Lightpathgin upper (iv),(W)er
bound for the number of potential lightpaths for a source- Wwev: 3042 > fiv (16b)
destination pair(s,d) € &p is the sum of all its demands N (iv).(eer
DS4™= 3 peis D2y Each of them has a paif® 0< k < D™ Wey: :
ev: 2 > f 16¢
but the number of required lightpaths is determined by time su &t v, 0D)eer Y (16c)

of all transponder- and muxponder-based lightpathgdat). ~ 6) Summary of the ILPs:The ILP for the CAPEX
As the path variableg?’ are binary, this can be described byninimization of survivable transparent networks mininsize

the objective function in Eqn. (9). The free variables

P =+t g+ mEE (1) g, ny fy, peok g%k with b € B, (s,d) € &b, (i,]) € &,0 <

IR, k < D$Y™ are subject to the constraints in Eqgns. (11)-(16).
- * Modified versions of Eqns. (11)—(13) also apply to backup
When the lightpaths are routed over multiple hops throudightpaths g% The ILP for the CAPEX minimization of
the fiber topology, their path layout must respect condisaimon-survivable transparent networks minimizes the ohject
for flow conservation, length restrictions, and link-diejpess function in Eqn. (8). It has the same free variables except fo
for primary and backup paths when resilience is require@. Tthe backup lightpaths$®® and respects the same constraints
flow conservation rules for lightpaths are essentially e except for Eqn. (14) which guarantees link-disjointness fo
as for the demands in Eqgn. (12) and must be fulfilled for ghirimary and backup lightpaths.

(s,d)
0
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E. Semi-Transparent Optical Networks Egns. (17) and (18). Furthermore, the constraints in Eqgns.

We describe the CAPEX-minimization problem for semi(11)-(16) and modified versions of Eqns. (11)~(13) apply for
transparent networks analogously to Sections IV-C and Jv-£€ backup lightpaths. Note that the minimization problem f

1) CAPEX: Semi-transparent and transparent networl§Mmi-transparent networks is more cqmplex than for transpa
consist of the same hardware components. Therefore, &t Networks due to the additional var:(abﬁ?d and due to the
CAPEX of semi-transparent networks with and without rdarger number of potential lightpattps¥®, g which areD=™
silience requirements can also be calculated by Eqn. (8). for transparent networks and*'™. [V| . ([V] - 1) for semi-

2) Routing Constraints on the Lightpath Layein semi- transparent networks. The ILP for the CAPEX minimization
transparent networks, demands are routed over lightpatingh Of non-survivable semi-transparent networks minimizes th
instead of a single lightpath as in transparent network@Pjective function in Eqn. (8). It has Ehe same free vari-
Survivability can be achieved on the fiber or the lightpatRbles except for the backup lightpatgs™ and respects the
layer: either primary and backup path are provided for ea8@Me constraints except for Eqn. (14) which guarantees link
lightpath or a primary and backup lightpath chain is prodidedisiointness for primary and backup lightpaths.
for each demand_. In this work we follow the first_ app_roach. V. CONCLUSION
The var|<';1bleg)’3(‘§,d indicates how many demands with bit rate
b are routed over a lightpath fromto y, i.e. (x,y) € .. Flow
conservation also applies to lightpath chains on the ligfitp

We have reviewed the basic architecture and component
costs of opaque, transparent, and semi-transparent riketwor
ased on the new cost models gained from the Nobel-2 project

layer and is similar to those on the fiber layer (cf. Egns. ( .
. . We modeled for them the network design problem from
12)). H f f ] sled for them the .
and (12)). However, flow conservation for aggregated desia CAPEX point of view using integer linear programs (ILPs).

suffices in this case as protection is not provided on tl%] . . ;
P P e output of the ILPs is a least-cost network installation

lightpath layer: plan including hardware equipment, routing, and multipigx

V(s,d) € &p,be B, vxeV: information for a given fiber topology that satisfies a demand

ng X=Ss matrix with different bit rates. When resilience is needed,

s g)%s,d_ s g)t;)s(d: —D&, x=d an) primary and Iipk—dis_joint b_ackup paths are provideq fo_r 1+1
(xy)eEL (VX)EEL 0 otherwise protection against single-fiber cuts. The value of this wisrk

the canonical presentation of the optimization problems fo

3) Lower Bound for the Number of LightpathEhe number the three network types. The ILPs are easily extensibles giv
of required lightpaths is determined by the numkﬁ}d of insights into the structure of the optimization problemsd a

demands routed over them and potential multiplexing ofeghemake their differences obvious. Their complexity is high so
demands by muxponders. Thus, the number of transponddiat real-world problem instances cannot be solved effilsien

and multiplexer-based lightpaths with different bit raties by ILP solvers. However, they provide clear problem formu-

constraint by lations that may be tackled by heuristics in the future.
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