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Abstract—Software-defined networking (SDN) decouples data
and control plane, i.e., forwarding elements are remotely configu-
red by centralized controllers instead through distributed control
protocols. Wireless sensor networks (WSNs) have mostly been
controlled in a distributed way, but its configuration challenges
are complex and can be theoretically better solved with network-
wide knowledge – the solution just needs to be configured on
the distributed sensor nodes. This calls for SDN in WSNs and
so that software-defined WSNs (SD-WSNs) have been proposed.
In this survey, we explain basics of WSN and SDN, describe
fundamentals of SD-WSNs and how SDN can improve the
operation of WSN. Furthermore, we outline the open challenges
that need to be investigated in more detail and discuss lessons
learned during the preparation this survey.

Keywords-Software Defined Networking (SDN), Sensor Open-
Flow, Wireless Sensor Networks (WSNs), OpenFlow.

I. INTRODUCTION

Software-defined networking (SDN) is an emerging networ-
king architecture that gives the opportunity to overcome the
current limitations of the network infrastructure [1], [2]. It
decouples the network’s control plane and data plane. That
means an intelligent controller configures forwarding elements
with forwarding rules for data packets of different flows. The
controller obtains sufficient information to fulfill that task so
that distributed control protocols among forwarding elements
are no longer needed. Furthermore, the controller may interact
with applications to optimize the network.

A wireless sensor network (WSN) consists of sensor nodes
with communication, computing, and sensing capabilities.
Sensor nodes mostly have batteries that limit their lifetimes.
They are often randomly deployed over a larger area for moni-
toring purposes. Therefore, communication and sensing ranges
are controlled to ensure communication with other nodes and
to cover the entire area with the desired application. In the past,
self-organized management with distributed control has been
the intuitive approach for running WSNs. Thereby, energy
saving was always an important goal to extend the lifetime
of the network.

Software-defined WSNs (SD-WSNs) have been recently
proposed with the objective that WSNs can particularly profit
from SDN. The operation of sensor nodes should be simplified
to save energy and to manage the WSN through a powerful
controller which has a view on the entire network rather by
distributed control protocols. The controller is able to manage
the network and applications while saving energy and to
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deliberately balance the residual energy of the network to
maximize its lifetime. A significant difference to SDN in a
datacenter is that the controller in a WSN communicates with
distant sensor nodes over possibly multiple hops rather than
over a dedicated control network.

In this survey, we give an introduction to SDN in wireline
networks and to non-SDN WSNs. We describe the architecture
of SD-WSNs, illustrate their operation, point out advances and
research challenges. We also compare SDN-based and non
SDN-based WSNs. General requirements for deploying SDN
in WSNs are surveyed in [3], [4]. Ndiaye et al. [4] focused on
how WSN management can be performed by SDN. Kobo et
al. [3] concentrated on the architectural view of SDN in WSNs.
The authors of [5], [6] provided a survey on the application
of SDN in wireless networks. However, non of these papers
surveyed what can be controlled by SDN in WSNs and how
applying SDN in WSNs is different from wireline networks.

This work is structured as follows. Sec.II reviews the basic
concepts of WSNs. Sec. III describes the basic concepts of
SDN. The basics for SD-WSN are described in Sec. IV.
Advances in WSNs through SDN are reviewed in Sec. V.
Sec. VI states challenges in SD-WSN. Lessons learned are
reviewed in Sec. VII and Sec. VIII concludes this survey.

II. WSN BASICS

In this section we briefly introduce the basic concepts of
WSNs by giving a general overview on the network structure,
use cases, standards, and research challenges.

A. Network Structure

In a WSN, each sensor node has a sensing region that can
sense the events and objects within that range. Additionally,
each node can communicate over a wireless interface with
other nodes that are in the communication range of this node.
Fig. 1 shows a collection of sensors that are scattered over a
network area to monitor events, e.g., the event E in the figure.
The information gathered from this event is transferred to a
base station (BS) through multihop communications. The BS
sends the network data via the Internet to an application server.

There are two types of WSN, namely structured and un-
structured WSNs [7]. Typically, structured WSNs have a small
number of sensor nodes and they are easy to manage. Sensor
nodes are placed deterministically, i.e., the place of each node
is determined in advance. In unstructured WSNs, many sensors
are deployed in an ad-hoc manner. Therefore, the resulting
WSN is more difficult to manage.
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Figure 1: A wireless sensor network.

The control of WSNs can be categorized into centrali-
zed, decentralized or distributed control which are depicted
in Fig. 2. With centralized control, a single node has the global
view of the network and decides whether the functionality of
a node is required or not, i.e., the node should be active or not.
With decentralized control, the nodes are divided into groups
and there is a central node for each group. The interaction
among the central nodes of all groups determines the activity
of each node. In distributed control, there is no central control
node and all nodes interact with each other for network-
wide decision making, e.g., determining the active nodes for
covering the network area.

Centralized 
control 

Decentralized 
control 

Distributed 
control 

Figure 2: Different control types for WSNs.

B. Typical Use Cases

There are several types of sensors such as acoustic, thermal,
visual, etc. The survey in [8] reports that sensors monitor va-
rious ambient conditions. Examples are temperature [9], habit
monitoring [10], movement detection [11], [12], humidity [13],
military applications [14], oil and gas monitoring [15], health
monitoring [16].

The authors of [16], [8] described several application sce-
narios of WSNs. For example, in military applications, the
sensors can be leveraged to detect the movement of vehicles or
army forces in a battlefield. In health monitoring applications
sensor nodes can send patient information to nursery stations

or doctors to identify symptoms [8]. Generally, WSNs are
mostly exploited for monitoring and tracking applications.

C. Standards

The key design challenge for wireless sensor nodes is low
power consumption [16]. Standards for WSNs define sets of
functions and protocols. Examples are IEEE 802.15.4 [17],
Zigbee [18], 6LoWPAN [19], and ISA100.11a [20]. We briefly
discuss them in the following.

IEEE 802.15.4 is designed for low-rate wireless personal
area networks (LR-WPAN) [17]. The main goals of this
standard are low-cost implementation, low complexity, and
low power consumption. The Physical layer of this stan-
dard supports bands between 868/915 MHz and 2.4 GHz.
IEEE 802.15.4 is designed for short-range communication
applications that require low transmission power. In these
applications, maximizing the residual power of sensors is the
main challenge.

Zigbee operates on top of IEEE 802.15.4 [18]. This standard
supports networks with a large number of sensors (i.e., up to
65k nodes). Sensors can monitor the environments for years
thanks to low cost and low power features provided by Zigbee
standard.

6LoWPAN (IPv6-based Low power Wireless Personal Area
Networks) enables IPv6 over IEEE 802.15.4 [19]. In this
standard, low power sensors can communicate with IPv6
speaking devices. An adaptation layer accommodates IPv6
packets into IEEE 802.15.4 frames. 6LoWPAN is mostly
leveraged in embedded devices which are used in home and
building automation or health-care automation [19].

ISA100.11a is designed to support low rate wireless com-
munications for automation and monitoring applications [16],
[20]. It defines the open systems interconnection (OSI) layers
specification for wireless sensors. The main design goals of
this standard are scalability, low energy consumption, and the
capability to interact with other devices. The physical layer
operates in the 2.4 GHz band. ISA100.11a provides a simple
but strong security mechanism for data protection.

D. Research Challenges

As discussed, sensor devices suffer from many resource con-
straints such as low power transmission and low battery power.
These devices are mostly used for tracking and monitoring
applications [16] such temperature, noise, etc. Therefore, a va-
riety of hardware platforms are needed to fulfill the monitoring
and tracking goals. Here, we focus on research challenges that
are performed on improving the nodes’ efficiency in tracking
and monitoring applications [21].

III. SDN BASICS

In this section, we briefly overview the concept of SDN and
OpenFlow which is the most widely used for SDN in wireline
networks.
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A. Concept of SDN

SDN separates forwarding and control plane in commu-
nication networks. That means, forwarding nodes do not
communicate with each other to populate their forwarding
tables like in traditional networks, but a controller configures
their forwarding tables. The Open Networking Foundation
(ONF) [22] defines a three-level architecture for SDN which
is illustrated in Fig. 3. It consists of an infrastructure layer, a
control layer, and an application layer.

Infrastructure layer

Application layer

Control layer

SDN northbound interfaces (NBIs) 

SDN southbound interface (SBIs)

Data forwarding elements

Application#1 Application#2 Application#n...

SDN controller

Figure 3: SDN architecture according to [22].

i) Infrastructure layer: The infrastructure layer is the bottom
part of the SDN architecture. It comprises a set of forwar-
ding nodes such as switches, routers, access points, etc.,
which are often called forwarding elements or datapaths.

ii) Control layer: The control layer includes a set of con-
trollers which control the datapaths through a so-called
southbound interface (SBI) whose traffic is usually carried
over a secured connection, e.g., over Transport Layer
Security (TLS). The most-widely utilized SBI is Open-
Flow. The controllers have an overview of the network,
compute suitable forwarding behavior of all datapaths,
and configure them with appropriate forwarding rules.
Moreover, controllers can obtain information from forwar-
ding elements, they may be triggered by so-called network
applications, and in case of multiple controllers, they may
communicate with each other.

iii) Application layer: The application layer comprises a set
of network applications that are input to the controllers
to install appropriate rules on the datapaths. Examples
of network applications are routing, port filtering, load
balancing, network address translation, etc. Thus, the
application plane defines policies which are translated by
controllers into specific southbound instructions to control
the forwarding behavior of network devices. Logically, the
application plane communicates with the control plane
over a northbound interface (NBI), but often the applica-
tion plane consists of subroutines within a controller.

B. OpenFlow

OpenFlow [23], [24] is ais an architecture and a SBI for
SDN which has been developed at Stanford University [25].
Each OpenFlow switch has flow tables that can hold mostly
a moderate number of flow rules (aka flow entries). They
consist of match fields, counters, and actions [26]. The
match fields can refer to selected packet header fields like
source/destination MAC/IP address and port, etc., i.e., the
match fields extend over several protocols. Counters may be
used to gather management information that can be leveraged
by the controller. Examples for actions are forward, drop,
modify, send to controller, etc. When a forwarding element
receives a packet, it may be matched by a flow rule in the
flow table. In that case, the specified counters and actions are
applied to the packet.

The flow rules are installed by controllers on the forwarding
elements. If no flow rule matches the header of an incoming
packet (table miss), the behavior of the datapath depends on
configuration. It may either drop the packet or send a packet
digest to the controller to request the installation of another
flow entry. The controller then computes new flow entries
respecting the policies provided by the application plane and
installs them on the requesting datapath and possibly also on
others.

Forwarding rules can be installed either in a proactive or
reactive manner [27], [28]. In proactive mode, sufficient rules
are installed a priori such that tables misses cannot occur.
Such rules are usually coarse-grained, i.e., their match fields
describe large traffic aggregates. In reactive mode, no or only
a few rules are provided a priori. The datapaths are configured
to inform the controller in case of a table-miss so that it can
calculate and install appropriate flow entries. Such rules are
usually fine-grained, i.e., they pertain only to the packets of
a single flow, i.e., to packets with identical source/destination
IP address/port combination.

With proactive mode, table misses cannot occur so that
packets can be immediately handled. However, if fine-grained
rules are needed, not all of them may be known in advance and
their number may be too large for the flow tables. The reactive
mode is more dynamic and flexible in the sense that flow
tables hold only the flow entries currently needed. Some use
cases like routing can be well supported with proactive mode.
Others, like NAT or firewalling can be supported only with
reactive mode. Beyond that, proactive and reactive mode can
be combined, i.e., some rules may be installed for aggregate
flows a priori and some other rules are installed only on
demand.

IV. SD-WSN

In this section, we give an overview of SD-WSN. We first
describe the general architecture of SD-WSN and explain its
differences to non-software-defined WSNs. Then, we compare
of SD-WSN and wireline SDN and finally we give an overview
of software tools of SD-WSNs.

A. Architecture of SD-WSNs
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Fig. 4 shows the general architecture of SD-WSNs. The
architecture consists of the following logical planes: i) data
plane, ii) control plane, and iii) application plane. The infra-
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SDN controller

Application (s)

Figure 4: The General architecture of SD-WSNs.

structure layer of SD-WSNs includes a set of sensor nodes
which sense and forward data in the network. The control layer
includes the controller which controls the whole network. The
application layer of SD-WSNs includes diverse applications
of WSNs such as routing.

Flow-Sensor [29] tries to leverage OpenFlow features in
WSNs. It provides the separation of control plane and data
plane in WSNs. In Flow-Sensor, the communication between
the controller and BS are based on OpenFlow. Flow-sensor
leverages TCP/IP for the communications of BS and sensor
nodes in the data plane.

The first SDN-enabled architecture for WSNs was proposed
in [30]. The authors introduced Sensor OpenFlow (SOF) as
the communication protocol between data plane and control
plane. In this architecture, each sensor node is a flow-based
packet forwarding element and the controller is the intelligent
part for decision making. Each node can communicate with
the controller via SOF and the controller is programmable
via APIs. SOF supports both IP-based and non-IP based
communication between the controller and the nodes.

The main idea behind SOF is to program the data plane
of WSNs through APIs. SOF makes the non-SDN based
WSNs become: i) versatile by supporting more customizable
applications for the deployed nodes, ii) flexible by providing a
centralized controller which has a direct control on the entire
network, and iii) manageable by using suitable open APIs
without the need to hack existing code.

We can distinguish control approaches of SD-WSNs into
two different categories:

i) Directly connected controller. In this category, the con-
troller directly communicates with all sensor nodes. The
controller requires a separate channel for control traffic.

ii) Indirectly connected controller. The controller communi-
cates with sensor nodes over other sensor nodes i.e.,using

multi-hop communications. The controller sends the con-
trol traffic like data traffic over the core network infra-
structure.

B. Difference to non-SDN based WSNs

In non-SDN based WSNs, to obtain the topology of the
network, topology discovery mechanisms are required. They
rely on broadcast messages which periodically are sent by each
node within its transmission range to identify the neighbors.
This operation adds a significant overhead to the network and
it also consumes a lot of energy. After obtaining the network
topology, several decisions can be made for the network, e.g.,
routing decisions to steer the network traffic. To perform these
decisions each node needs to store routing tables within its
limited memory and computes the path for other nodes.

In SD-WSN, many resource-hungry tasks are moved to the
controller because it has a power supply and a global view of
the network. We give examples. In SD-WSNs, the nodes do
not need to send broadcast message periodically for topology
discovery. The routing decisions are taken by the controller
in SD-WSN. Therefore, the nodes do not require to store the
routing information within their routing tables. Furthermore,
the controller can also tune the transmission range of each
node to reduce the communication interference among nodes.
Performing these tasks by the controller in SD-WSNs can save
the residual energy of the nodes.

C. Comparison of SD-WSN and Wireline SDN

Applying SDN to WSNs introduces a number of new
research challenges which make them different from wireline
networks. In this section, we give an overview of these new
challenges.

Network management in WSNs is different from other
networks. In WSNs the main goal is to minimize the energy
consumption.

A WSN has a highly dynamic structure and failures are
common. They can occur at any time, e.g., failures due to
insufficient residual energy of nodes or communication failures
due to environmental obstacles [31]. Therefore, SD-WSNs
inherit the same features. For example, in the presence of a
failure it may take some time to inform the controller by multi-
hop communications. In contrast to SD-WSNs, the network
structure is stable in wireline SDN networks.

Furthermore, wireless error-prone channels in WSNs can
lead to frequent packet-transmission errors and link discon-
nections [32]. Therefore, any SDN solution should deal with
controlling and monitoring the nodes’ communication links to
control the network.

D. Standardization Efforts

The standards of SD-WSNs should define the set of functi-
ons and protocols for sensors and controllers. The authors
of [33] used IEEE 802.15.4, to build sensor nodes that can be
leveraged in an SD-WSN. This standard is not confirmed by
any standardization community. There is no formal standard
for SD-WSNs, yet [3].
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E. Software Tools

In this section, we give an overview of software tools for
SD-WSNs. We concentrate on open-source tools which are
freely available and can be exploited.
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Figure 5: SDN-WISE architecture and protocol stack.

1) SDN-WISE: SDN-WISE [33] is developed at the Uni-
versity of Catania, Italy. It offers a software framework for
SD-WSNs and a prototype hardware for SD-WSNs. SDN-
WISE has two main objectives: i) reducing the the amount of
exchanged information between nodes compared to non-SDN
based WSNs and ii) making the sensor nodes programmable.
We overview the architecture, flow table structure, the software
simulation tool, and features of SDN-WISE.

a) Architecture: The SDN-WISE architecture has three
different components: sensor node, sink node, and controller.
Fig. 5 illustrates the general architecture of SDN-WISE and
the protocol stack of each component. We describe each of
them in the following.

Each sensor node in Fig. 5 has the following layers in
its protocol stack: i) Application, ii) In-Network Packet Pro-
cessing (INPP), Forwarding, and Topology Discovery (TD),
iii) Media Access Control (MAC), and iv) Physical. INPP
is responsible for data aggregation or in-network processing
operations. TD can gather the local information of nodes in
the network and controls their behavior.The Forwarding layer
includes an IEEE 802.15.4 transceiver and a micro-control unit
(MCU) which manages all incoming packets.

Sink nodes in Fig. 5 have a similar protocol stack as sensor
nodes. The only difference between a sensor node and a sink
node is the Adaptation layer. This layer formats the received
messages from the sensor nodes in such a way that they can
be handled by the controller. Other layers, such as topology
discovery, forwarding, application, etc., of a sink node are
exactly the same as a sensor node.

The controller in Fig. 5 has the following layers in its
protocol stack. i) Application, ii) Controller, iii) WISE-Visor,
and iv) Adaption. The Adaptation layer of controller has the
similar functionality of same layer in sink node. The WISE-
Visor contains a topology management (TM) layer which pro-
vides an abstraction for network resources. The controller layer

defines the network policies which have to be implemented by
sensor nodes.

b) Flow Table: Tab. I shows an example of the WISE
flow table of SDN-WISE and we explain the structure of
the table without stating the detailed values. A WISE flow
table consists of matching rules, actions, and statistics. The
matching rule includes the following fields: i) Opt determines
the operation that should be performed on the Value field of
the packet. ii) Size shows the size of the string in the packet.
iii) S indicates the state of the packet. If S=0, the matching rule
is not applied for this packet. iv) Addr determines the source
address of the packet. v) Value shows the assigned value to
the packet. The action consists of the following fields: i) Type
specifies the type of action, e.g., forward, drop, etc. ii) M is a
flag that determines whether the action is exclusive (M=0)
or not (M=1). For M=0, after executing the corresponding
action to that packet, the other actions of the WISE flow
table are ignored for execution, even if the matching rules are
satisfied. Otherwise, after the execution of the corresponding
action, other actions in the WISE flow table will be executed
if the matching rules are satisfied. iii) S indicates whether the
action must be executed on the packet. iv) Addr determines the
destination address of the packet. v) Value shows the assigned
value to a packet.

The statistics section of the WISE flow table consists of
TTL and counter fields. TTL determines the time to live for
the flow and the counter shows the number of packets that
have been matched for the corresponding matching rule.

c) Software Simulation Tool: SDN-WISE offers functio-
nalities similar to Mininet [34]. Mininet is a widely used net-
work simulator to perform campus-size network experiments.
It uses Cooja [35], which is a network simulator for Contiki
OS, which is the operating system for low-power wireless
Internet of Things [36], to create the network. Fig. 6 shows a
running example of an SD-WSN with 17 nodes in SDN-WISE,
which is randomly deployed in a two-dimension network area.
Node 1 is the sink node in this figure.

SDN-WISE defines an open-source controller which per-
forms the routing decisions among the deployed nodes based
on Dijkstra’s algorithm. The nodes collaborate with the con-
troller through sink node.

d) SDN-WISE Features: SDN-WISE supports duty cy-
cle, i.e., the possibility of periodically turning off the radio
interface of each node and its data aggregation. SDN-WISE
handles the packets based on the information in its payload
and its header section.

2) Tiny-SDN: Tiny-SDN is a TinyOS-based SDN frame-
work for WSNs [37]. In this section, we give an overview on
architecture, flow specifications, and features of the Tiny-SDN
in more detail.

a) Architecture: The Tiny-SDN architecture has two
types of components: SND-enabled sensor node which has
the functionality of a sensor node as well as an SDN-switch
and SDN-controller which is in charge of managing control
plane operations such as routing decisions. Their structure is
depicted in Fig. 7. We describe them in the following.

Each SDN-enabled sensor node in the TinySDN architecture
has three main components: i) TinyOS Application. A compo-



6

Table I: WISE flow table in SDN-WISE [33].

Matching rule Matching rule Matching rule Action Statistics
Opt Size S Addr. Value Opt Size S Addr. Value Opt Size S Addr. Value Type M S Addr. Value TTL Counter
= 2 0 2 B > 2 0 10 xTHR = 1 1 0 0 Modify 1 1 0 1 122 23
= 2 0 2 B ≤ 2 0 10 xTHR = 1 1 0 1 Modify 1 1 0 1 122 120
= 2 0 2 B - 0 - - - - 0 - - - Forward 0 0 0 D 122 143
= 2 0 2 A = 1 1 0 0 - 0 - - - Drop 0 0 - - 100 42
= 2 0 2 A = 1 1 0 1 - 0 - - - Forward 0 0 0 D 100 43

Figure 6: A sample network in SDN-WISE. A sensor node is
shown with a numbered circle and the communication links
between the nodes are depicted with lines. The direction of
the link shows transmission direction.
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Sensor nodeSerial/USB
connection

Multi-hop wireless communication

<TinyOS application>

TinysdnP
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Sensor
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Sensor
mote

Controller
server

Figure 7: Layers of Tiny-SDN components.

nent that acts as an SDN device in the network and has the
responsibility of generating packets and putting them on the
network. ii) TinysdnP. A component which checks the flows
based on the match fields and performs suitable actions to
that match. iii) ActiveMessageC. A component that programs
and manages the interfaces to handle radio module of the
nodes. All tasks corresponding to the wireless communication
channels are performed by this component.

Table II: Data flow table of TinySDN.

FlowID Action Value Counter
1 Drop N/A 100
5 Forward 5 20
10 Forward 10 50

Table III: Control flow table of TinySDN.

Destination Node ID Action Value Counter
0 Forward 4 5
1 Forward 4 4
7 Forward 6 4

The SDN controller node performs traffic flow management.
It has two main components: Sensor mote module which is
responsible for communicating with other sensor motes using
ActiveMessageC. Each sensor mote module was shown as an
instance of a sensor node in Fig. 7, and Controller server
module which hosts the controller application and manages
the network flows and the topology information.

b) Flows and Actions Specifications: SDN-enabled sen-
sor nodes support two actions: drop and forward. Two types of
flows are also supported by each end-device. First, Data flows
which are used for applications data traffic. Tab. II shows a
data flow example of TinySDN. Second, control flows which
are used to control the traffic between the SDN-enabled sensor
node and the SDN-controller. Tab. III illustrates an example
of control flow table in TinySDN.

c) Tiny-SDN Features: Tiny-SDN enables the implemen-
tation of multiple controllers for a network. It focuses on in-
band control traffic of WSNs. To decrease the latency of the
network, Tiny-SDN supports using multiple controllers in the
network.

3) Comparison of SDN-WISE and Tiny-SDN: We compare
SDN-WISE and TinySDN in Tab. IV. SDN-WISE offers three
types of nodes in the architecture while TinySDN has two
types of nodes. Both software tools used the same wireless
channels and the deployment scenarios. Cooja [35] is the
common software simulator for both systems. Cooja provides
the same node deployment mechanisms for both systems in
a given network area. Each node in an SDN-WISE emulated
network can communicate with a virtual network of OpenFlow
switches which are controlled by ONOS [38]. This feature
enables SDN-WISE to control heterogeneous networks, i.e.,
the network consists of sensor nodes and the network instances
of Mininet. SDN-WISE supports more matching fields and
actions than TinySDN. Examples for matching fields are addr,
value, and S. Examples for actions are forward, drop, and mo-
dify. TinySDN provides the opportunity for deploying several
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Table IV: Comparison of SDN-WISE and TinySDN.

Feature SDN-WISE TinySDN
Node types Controller, Sink, Sensor node Controller, Sensor Node

Wireless Channel IEEE 802.15.4 IEEE 802.15.4
Node deployment Manual, Random, Ellipse, Linear Manual, Random, Ellipse, Linear

Mote type EMB-Z2530PA TelosB mote
Programming Language Java nesC

Software Simulator Cooja Cooja
Network Heterogeneity Yes No

Supported Actions ”Forward to”,”Drop”,”Modify”,”Send to INPP”,”Turn off radio” ”Drop”,”Forward”

controllers in the WSNs. TinySDN supports two actions in the
flow tables. Examples are drop and forward.

V. ADVANCES IN WSN THROUGH SDN

In this section, we overview SDN-based approaches for
WSNs and classify the research literature in several categories.
Fig. 8 depicts the organization of the reviewed works in this
section.

SD-WSN studies

Wireless power
transfer

Security

Management

Localization

Quality of
service

Lifetime

Coverage
control

Clustering

Reliability

Mobility

Routing

Energy
efficiency

Figure 8: Categorization of SD-WSN studies.

A. Energy Efficiency

Energy-efficiency is one the most critical aspects of WSNs
and it is the objective of many WSNs research works. Sleep
scheduling approaches can be leveraged to switch the nodes
into idle state if their functionality is not required. These algo-
rithms can be used to reach the networks’ goal.For instance,
the authors of [39], [40], [41] used sleep scheduling approach
to extend the network lifetime while keeping the connectivity
of nodes and preserving the coverage requirements. Here, we
classify the energy-efficient works into three areas: lifetime,
coverage control, and clustering.

1) Lifetime: Prolonging the network lifetime gives the
possibility to utilize the nodes functionalities for a longer
period of time [42], [43]. For example, computational tasks
like path selection and neighbor discovery consume most
energy in WSNs. The energy consumption to send a single
bit of data by a sensor in a WSN, e.g., composed of MICA
motes [44], is at least 480 times higher than performing one
additional 32-bit instruction by CPU [45]. The authors of [45]
stated that data transmission consumes approximately 80% of
nodes’ power.

Energy efficiency in SD-WSNs is investigated in [46], [47],
[48]. An SDN-based method to utilize the energy of nodes in
WSNs is proposed in [48]. It also maintains the connectivity
of nodes [48]. In the proposed architecture for the sleep
scheduling, all nodes are connected to a switch via suitable
links and the switch is connected to the SDN controller.
Consequently, each node in the network can have two types of
connections: first, it can have a connection with other nodes.
Second, it has a connection to interact with controller. In this
case, the computation tasks are just moved from nodes to the
controller. After making a decision by a controller for each
deployed node, the rule can be installed on the nodes.

A fuzzy logic based algorithm to improve the lifetime
of SD-WSNs was proposed in [47]. It controls the network
topology to prolong the network lifetime. The fuzzy logic
controller selects best forwarding nodes based on properties
of the network such residual energy, the number of neighbors,
etc. to extend the network lifetime

2) Coverage Control: Coverage [49], [50] is one of the
widely used applications of WSNs in which a network area
or a set of targets should be covered by the sensor nodes
in the network [12], [51], [52], [53], [54]. Coverage control
activates or deactivates the sensor nodes to cover a network
region. Network coverage can be categorized into: target,
area, and barrier coverage. The goal of target coverage is to
cover a set of stationary or moving targets while in the area
coverage the goal is to monitor the whole network area. Fig. 9
shows two different coverage problems in WSNs. Each dashed
circle shows the sensing range of a sensor and each triangle
indicates a fixed-position target in this figure. The network
area is depicted as a rectangle in Fig. 9. For example, Fig. 9a
illustrates a network that the deployed nodes were exploited to
monitor the whole network area while Fig. 9b shows a network
so that the sensor nodes should monitor a set of targets. One
common approach to the area or target coverage is to use a
subset of nodes to monitor the network coverage requirements.
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This technique is also known as cover-set approach [55].

(a) Area coverage. (b) Target coverage.

Figure 9: Coverage control examples

Intruder 1 Intruder 2

Network boundary

A barrier path

(P)

Figure 10: An example of barrier coverage with two intruders
and a barrier path (P) which can detect any penetration to the
network.

Furthermore, in some application scenarios covering the
entire network area is not necessary and it is enough just to
partially monitor the network area. This is known as partial
coverage or p-percent coverage. Leveraging node deployment
mechanisms can improve the energy efficiency of nodes in
partial coverage [56], [41].

Preserving the network barriers from intruders is the goal
of barrier coverage [51]. The selected nodes in the barrier
coverage should guarantee the network area from penetration.
Border surveillance is the common application for barrier
coverage of WSNs [51]. Fig. 10 illustrates a network with
enough to guarantee the barrier coverage requirements. Two
intruders aim at entering the network from the top (north) to
bottom (south) of the network.

Several SDN-based works for the coverage problems of
WSNs can be found in [52], [57], [53]. The target coverage
in SD-WSN was studied in [57]. The authors proposed three
SDN-based solutions for scheduling sensor nodes to monitor
the targets in such a way that the total energy consumptions
of the nodes are minimized. In this work, the SDN controller
is in charge of selecting active nodes to monitor the deployed
targets. In this scenario, the authors assume that the targets
are stationary. Tab. V classifies SD-WSN Works on coverage
control.

3) Clustering: Clustering [59], [60], [61] is widely used
in WSNs for controlling the energy consumption of nodes
and for routing. Clustering puts the nodes into clusters and
there is a head node for each. Cluster heads (CHs) are in
charge of collecting data from the nodes in their clusters and
sending them to the BS while non-CH nodes are responsible

Table V: Coverage control mechanisms in SD-WSNs

Techniques Coverage type
Target Area Barrier

[52] X
[58] X
[57] X
[53] X
[48] X

for gathering the network information and forwarding it to the
CHs [62]. The idea is to select the most powerful node as a CH
to transfer the network data to sink node. Therefore, selecting
suitable CHs is a challenging issue which was considered by
researchers. Fig. 11 shows an example of a clustered network
with three clusters. Each cluster member is connected to the
sink node through its CH.

Sink node

Cluster head

Normal node

Cluster 1
Cluster 2

Cluster 3

Figure 11: A clustered WSN with three clusters.

Clustering in SD-WSN with the aim of reaching energy
efficiency was studied in [63], [64]. In this work, the SDN
controller collects information of the network topology via
Link Layer Discovery Protocol (LLDP) and installs suitable
rules to gather the statistics of the nodes. The SDN controller
is co-located in CH in the proposed architecture to take the
control of all nodes in the cluster. The SDN controller can
install a suitable rule on each flow table of the nodes to gather
the information and send them via the controller to sink node.
There are more than one controller and they can interact with
each other to meet the global goal of the network.

An SDN-based clustering approach to minimize the energy
consumption of the nodes was proposed in [65]. The SDN
controller divides the nodes into several clusters based on
residual energy and the number of neighbor nodes. To balance
the communication costs, it makes a routing tree among the
clusters to steer the network traffic.

B. Routing

There are many routing protocols for WSNs. The works
in [66], [67] provide a survey on routing challenges and design
issues in WSNs. Transferring the network data efficiently
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is one of the main critical challenges in WSNs. Objectives
pursued by routing protocols are: congestion control, delay
minimization, throughput maximization, etc. The routing can
be performed packet or flow-based [67].

In SD-WSN, routing requirements can be different from the
non-SDN based WSNs because the nodes do not participate in
path selection. The controller is in charge of that task, which
alleviates the task of sensor nodes. Forwarding nodes may
be chosen such that least energy is consumed and residual
energy of all nodes is balanced. Several routing protocols for
SD-WSNs are reported in [68], [58], [69], [70], [71], [72],
[73], [74], [75], [76], [77], [78]. Tab. VI shows the routing
protocols and their considered metrics in SD-WSNs.

C. Mobility

Mobility in WSNs can be classified into weak and strong
mobility [79]. Weak mobility results from changes of the
network topology. For example, nodes in WSNs are prone to
failure for many reasons such as hardware or battery problems.
Therefore, they have to be replaced by new nodes. Strong
mobility results in physically moving the place of nodes. This
movement can be due to external forces, i.e., wind or water,
or intrinsic characteristic of the nodes. Robomote [80] is an
example of mobile sensor mote which is equipped with a
wheel to move around. Consider a routing scenario, which
nodes are responsible to transfer the data toward the sink node.
The nodes close to the sink node deplete their energy for data
communications [81]. The network becomes disconnected.
Therefore, mobility can help the network to replace energy-
drained nodes.

An SDN-based mobility solution was proposed in [52]
for mobile nodes. In this work, the barrier coverage for a
dynamic zone is considered and nodes can move within entire
the network. There is a movement strategy controller which
controls the nodes’ movement. To meet the barrier coverage
requirement, the controller determines the new locations for
the nodes such that activated nodes can detect any intrusion
into the network.

D. Reliability

Reliability of WSNs includes the reliability of several
components such as node and link. For example, the reliability
of a node includes the reliability of battery, radio, hardware,
middleware, operating system, and application [82]. In WSNs,
the monitored data is transferred to the outside of the network
via multi-hop connections. Any failure in the network causes
energy consumption due to sending traffic through non-energy
efficient paths [83], [82]. For instance, the objective of reliable
routing algorithms is to maximize the packet delivery ratio.

The authors of [84] studied the reliability of nodes in SD-
WSN using continuous-time Markov chains (CTMCs). In an
SD-WSN either controller or node can fail. For example, if
the network uses a single controller, it becomes a single point
of failure and the WSN is not reliable anymore. The proposed
approach suggests using an extra controller to improve the
reliability of the entire network. In this case, if a controller
fails to act properly, a spare controller can be replaced to keep

the desired reliability in the controller layer of SD-WSN. Each
sensor node in this algorithm has a specific failure probability
and the system fails if all sensors fail. They also suggested
a lower bound on the number of failed sensors to detect the
complete system failure.

The Reliability of industrial sensor nodes in SD-WSNs
was studied in [85]. The proposed architecture takes several
aspects such as heterogeneity, coverage, failure, and reliability
into account to extend the overall energy efficiency of the
network. The SDN controller balances the energy consumption
by choosing the suitable nodes.

E. Quality of Service (QoS)

QoS provisioning deals with challenges that offer a gua-
ranteed level of service delivery to a network [86]. QoS
requirements can be specified into congestion, packet loss,
bandwidth, and jitter. Providing QoS is different among appli-
cations because various requirements such as loss and delay
could be planned for a specific application. For example,
real-time applications are sensitive to delay rather than loss,
while for other applications like target tracking reliable and
timely delivery data is important [87]. QoS provisioning can
be performed per-packet or per-flow.

The QoS in carrying data traffic by the nodes of SD-WSNs
was studied in [88]. It exploits per-packet state information,
which is supported by SDN-WISE [33] to provide several
levels of QoS. Each node stores the received packets in its
buffer. There is a threshold on the size of the buffer in each
node and by reaching the number of packets to the threshold
value, the state of each node changes. Then, a priority is
assigned to incoming packets to the buffer to classify them into
different levels. The controller can provide a set of forwarding
rules to each node based on traffic priority levels.

An SDN-based algorithm for QoS provisioning in SD-
WSNs in the presence of congestion was studied in [89]. The
authors used hop count and local traffic information in the
network controller to distribute the traffic in the network. The
authors claimed that by controlling congestion using controller
in SD-WSNs, they reduce up to 46% packet loss. The core
part of the devised algorithm relies on a traffic monitoring
algorithm which notifies the occurrence of a congestion by
sending an alarm packet to the controller. The controller
creates flow rules for the congested node, the source node,
and the appropriate forwarders to avoid further congestion.

The authors of [90] proposed an SDN-based solution to pro-
vide end-to-end QoS by considering packet loss and bandwidth
over 6LoWPAN-based WSNs. It leverages IPv6 flow label for
a QoS tag in 6LoWPAN. This label is kept unchanged in
transforming 6LoWPAN to IPv6 format. Tab. VII summarizes
the QoS works in SD-WSNs.

F. Management

Network management in WSNs is a challenging process
including network configuration, provisioning, and mainte-
nance [91]. Managing a network with different nodes from
different vendors requires a complex management process. The
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Table VI: Considered Metrics by different routing protocols in SD-WSNs

Techniques Metric
Lifetime Congestion Delay Reliability Scalability Throughput

[68] X X
[58] X X
[69] X
[70] X X
[71] X
[72] X X X
[73] X
[74] X
[75] X X X
[76] X X
[77] X
[78] X

Table VII: Quality of service works in SD-WSNs.

Techniques QoS Metrics
Congestion Packet loss Bandwidth

[89] X X
[33] X
[90] X X

management mechanisms allow the network administrators to
manage vendor-specific nodes in WSNs.

Smart [91] is an SDN-based network management solution
for WSNs, which offers a layered approach by co-locating the
controller on the BS. Fig. 12 depicts the architecture of BS
in smart. Smart has five layers in the protocol stack, namely:
Physical, Medium Access Control (MAC), Network Operating
System (NOS), Middleware, and Application layer. In this
architecture, the Middleware, which co-located in the BS, is in
charge of defining flow tables from the network applications,
e.g., routing.

M
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ar
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Mapping
information

Flow tables
definition

Mapping
function

Controller

Physical

Medium
access control

Network  
operating  
system

Application 
 
 
 
 

Localization and tracking
algorithms

Figure 12: Base station architecture in Smart [91].

The Middleware layer has the following components: con-
troller, flow table definition, mapping function, and mapping
information. The mapping function creates a network map

based on the received table from the neighbor sensors and can
be directly invoked from the controller if needed. The network
mapping information, e.g., energy consumption, response time,
link quality, is stored in a database and can be invoked at any
time.

The application layer defines specific functionality to each
node based on its available physical features, e.g., temperature
monitoring, and contains a location component which is also
denoted as Localization and Tracking Algorithms (LTA). The
Application layer interacts with controller and mapping infor-
mation components. LTA is in charge of providing a node’s
location information by processing mapping information. The
controller can take more accurate information of the nodes’
position through the application layer to manage the network.
The authors claimed that Smart [91] can provide energy-
efficiency, mobility management, and localization.

The authors of [92] proposed a distributed control system to
manage the nodes in SD-WNSs. To distribute the controllers
in the network, a fragmentation mechanism is leveraged which
aims at placing the controllers close to the network devices to
improve the energy efficiency of the network. A radio resource
allocation mechanism in SD-WSNs is proposed in [93]. The
controller of SD-WNS dynamically assigns the suitable radio
resource to each node. The authors modeled the problem as
an optimization problem with QoS constraints to minimize the
energy consumption of the nodes.

G. Localization

Location information of each node is necessary for many
applications of WSNs. Typically, the nodes are randomly
scattered in the network zone.Localization techniques aim at
positioning each node [94]. Global Positioning System (GPS)
is widely leveraged for this purpose, but it requires more
energy to run and it is not easy to install this system on board
of each node [95].

The authors in [96] modeled the localization problem in
SD-WSNs based on 0-1 programming problem and proposed
an SDN-based localization algorithm to select the nodes in
localization mechanism. There are two types of nodes in this
architecture which are called agent and anchor nodes. The
agent nodes, with their exact location, were exploited to find
the location of anchor nodes. The SDN controller interacts
with agent nodes in the localization process.
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Figure 13: Node localization example in SD-WSNs

An anchor-based scheduling algorithm for positioning the
nodes in heterogeneous SD-WSNs was proposed in [97].
The SDN controller determines the position of each anchor
node based on the network power constraints. Fig. 13 shows
a sample architecture for localization in SD-WSNs. The
SDN controller interacts with agent nodes through Sensor-
OpenFlow [30] in localization process.

H. Security

Security is one of the critical challenges in WSNs. The
authors of [98], [99] surveyed the security challenges of
WSNs.

The deployment of SDN in WSNs overcomes some security
challenges [100], [101] because the sensor nodes perform only
data forwarding toward the controller. Securing a network
requires large number of computational operations. Performing
intensive security operations with energy-constrained sensor
nodes can deplete the residual energy of nodes. Therefore,
these resource-hungry operations in SD-WSNs can be per-
formed by the controller. Moreover, the controller in SD-
WSNs has a global overview of devices status in the network
which results in identifying the malicious user and their
activities [101].

Applying SDN to WSNs introduces new security problems.
For instance, errors in the network configuration can lead to
security threats. The control plane provides an abstraction
for the forwarding elements of the data plane, which is
prone to denial-of-service (DoS) and distributed DoS (DDoS)
attacks [102]. The nodes can be exploited by attackers as a
gateway to enter the network [3]. Furthermore, the controller
can be a single point of failure for the whole network, if the
attacker compromises the controller.

Cryptography mechanisms can be leveraged for the security
of SD-WNSs, but the main challenge is how to distribute the
key in the network. The key distribution can lead to high

communication overhead. The authors of [103] proposed a key
distribution method based on physical unclonable functions
(PUFs) for SD-WSNs to minimize the communication over-
head.

The authors of [104], [102] classified the main threats on
SDN-based networks as follows.

i) Traffic flow attacks can be performed on forwarding
elements and controllers. The malicious user launches
DoS attacks to devastate the resource of network devices.
This threat can be mitigated by authentication mecha-
nisms [100].

ii) Forwarding device attacks could be used on each forwar-
ding element to drop, slow down, or discard the network
traffic. This attack can be also exploited to inject traffic
to overload the controller.

iii) Control plane communication attacks can be performed
as DoS attack for data theft in the network. Leveraging
common secure communication protocols such as TLS or
secure sockets layer (SSL) are not enough to avoid those
attacks [105] because there are several man-in-the-middle
attacks for the TLS/SSL model.

iv) Controller attacks compromises the controller to obtain
the control of entire network. Using intrusion detection
systems is not enough due to the difficulty in finding the
exact combinations of events to construct this attack.

v) Lack of trust between applications and the controller is
similar to control plane communication attacks because
a trusted communication between network applications
and the controller cannot easily be established. Certifying
the forwarding devices is different than certifying of
applications.

vi) Administration stations attacks. The devices in adminis-
tration station are used to access the controller in SDN-
based networks. Indeed, using the administration stations
to control the network devices are also common in other
networks. The difference is that each machine in the
administration station can be exploited to program the
network from a single point if the attacker compromises
the controller.

vii) Lack of trusted resources for forensics and remediation.
There are resources in a network that can be leveraged for
troubleshooting. Such reliable information are necessary
to investigate the facts of incidents in the network and
without them, it is difficult to find a remedy for a problem.
This is not specific to SDN networks.

The goal of this classification is to show that the threats
in SDN-based networks are different than in other networks.
Tab. VIII shows the security threats in SD-WSNs and their
consequences. This table also clarifies whether a threat is
specific to SD-WSNs.

I. Wireless Power Transfer

In a WSN, a sensor node can undertake several tasks that
depletes the energy of a node. If nodes can recharge, wireless
power transfer mechanisms may be exploited to replenish the
nodes, i.e., a sensor node can transfer its energy to other nodes
through an appropriate transmitter [106], [107].
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Table VIII: Security of SDN-based WSNs vs. non-SDN based WSNs

Threat number Specific to SD-WSNs Consequence in SD-WSNs
i No Can be a door for DoS attacks.
ii No The impact is potentially augmented.
iii Yes The communication with the controller could be explored.

iv Yes Having a control on the controller may lead to the control of
entire network

v Yes Malicious applications can be developed and executed on the
controller.

vi No The impact is potentially augmented.

vii No It is crucial to provide fast recovery and diagnosis on the time
of happened faults.

The power transfer problem in SD-WSN was studied
in [108] with aiming at real-time recharging of sensor nodes.
In this work, the SDN controller is in charge of finding
an optimal position for the energy transmitters. Also, it can
determine the minimum number of energy transmitters over
the course of primary process to prolong the charged energy
by each node in the network. Additionally, the controller can
fairly distribute the energy among all the nodes by having
the workload information of each node. The authors proposed
different methods for maximizing the charged energy and
fairly distributing the energy among all nodes [108]. For this
purpose, they formulated as an optimization problem with
several constraints and proposed a solution. The controller is
in charge of selecting energy transmitters to balance the energy
consumption of the nodes.

J. Comparison of SDN-based and non-SDN based WSNs

In this section, we compare SDN-based and non-SDN based
works in WSNs. One of the main advantages of exploiting
SDN in WSNs is energy saving. As discussed in Sec. V-A, sen-
ding broadcast messages is mandatory for topology discovery.
While in the SDN-based WSNs, this process is performed by
the controller, which save energy for each node. For instance,
in the scenarios like localization and wireless power transfer,
the SDN controller can easily locate the best places for the
nodes. Tab. IX summarizes the differences between SDN-
WSNs and non SDN-based WSNs.

VI. CHALLENGES IN SD-WSN

In this section, we discuss open challenges in SD-WSNs.

A. Network Operation

We discuss the network operation challenges that require
further investigation in SD-WSNs.

1) Re-Clustering: In non-SDN based WSNs, cluster heads
deplete their energy due to the high number of communica-
tions they have with other nodes within the cluster and with
other cluster heads to transfer the network data. New cluster
heads need to be selected to steer the network traffic. Cluster
head nodes in SD-WSNs inherit the same characteristic of
WSNs. Therefore, this challenge needs to be considered in
SD-WSNs. SD-WSN may be able to achieve faster and better
re-clustering which has not yet been studied.

2) Topology Control: Controlling the network topology can
improve energy efficiency of the network. The primary ob-
jective of any topology management system is to maintain the
network coverage while keeping the nodes connected [109].
Every topology control protocol tries to select a minimum
number of nodes to maintain the network topology. Selecting
a proper transmission range in a network with heterogeneous
transmission range leads in reaching the efficiency goal of the
network because by using a lower transmission range the nodes
can consume less amount of energy. Nevertheless, none of the
above works offers a complete control topology protocol for
SD-WSNs.

3) Node Mobility: Sensor nodes may intentionally change
their positions. That can improve the WSNs capabilities in
many aspects such as automatic node deployment, rapid
reaction to event changes, and flexible topology manage-
ment [110], [111]. For instance, for coverage applications
mobile node may improve coverage. Due to dynamic network
changes and resource limitations such as bandwidth and power
limitations, the mobility of the nodes should be carefully
controlled by the controller. The mobility feature has not
yet widely studied. It is difficult to use, but with SDN’s
intelligence multiple use cases may be achieved.

4) Improving Routing: Routing can be improved in SD-
WSNs by leveraging the controller which has the global
overview of the network and of the devices status. For
example, a routing path may have several constraints like
reliability. Moreover, other constraints such as bandwidth and
delay can be considered. This issue can be modeled as Multi-
Constraint Optimal Path (MOCP) problem [112]. Consider a
network graph G=(V,E) where V indicates a set of sensor
nodes and E indicates a set of edges between the sensor
nodes. Each link in G , i.e., (u, v) ∈ E, is associated
with a cost parameter c(u, v) and n additive QoS parameter
wk(u, v), for k = 1, 2, . . . , n [113]. Given n constraints, a
MOCP problem can be defined as finding a path p from the
source to the sink such that:

wk(p) = Σ(u,v)∈p wk(u, v) ≤ c(u, v), for k = 1, 2, . . . , n
(1)

and c(p) = Σ(u,v)∈p c(u, v) is minimized over all feasible
paths satisfying Eq. (1). Thus, this concern should be consi-
dered in the future works of SD-WSNs.

5) Data Traffic Scheduling: Sensor nodes are exploited to
gather environment data. After collecting the data from all or
some nodes, they should be forwarded to a BS [114]. This can
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Table IX: SDN-based WSNs vs. non-SDN based WSNs

Metrics SDN-based WSNs Non SDN-based WSNs
QoS The controller takes care of QoS provisioning for the network Each node is in charge of provisioning QoS

Routing The controller decides for the nodes for routing The nodes collaborate themselves for routing decisions

Energy-Efficiency

The nodes do need to send broadcast messages to the neig-
hbors in order to find them. The controller does this energy
consuming process. The controller also determines the active
time of each node.

The nodes do need to send broadcast messages to the neig-
hbors in order to find them. Collaboration among the nodes
are required to determine the active time of each node.

Security Introducing the controller opens new security threats for the
network beside the common threats of WSNs. The network has the common security threats.

Mobility The controller determines the new place to move for each
node

Interaction among the nodes are needed to determine the new
place to move

Localization and power transfer The controller determines the place for the nodes. The nodes should interact with each other for this purpose.
Reliability The controller and the nodes can fail in sending the traffic The nodes can fail in steering traffic

Management The controller manages the whole network The nodes interact with each other in order to manage the
network

be performed by a collaboration among the nodes in a WSN.
In contrast SD-WSNs, the controller performs such task. As
discussed in Section V, data transmission consumes around
80% of node’s energy and leveraging a proper scheduling me-
chanism can save the energy from energy-constrained nodes.
In one hand, the available nodes in the network should be
scheduled in such a way that the network traffic transferred
to the sink node efficiently. On the other hand, nodes with
higher residual energies can be an alternative to schedule data
traffic. Therefore, this needs investigation in the future SD-
WSNs works.

6) Network Monitoring: Network monitoring checks the
functionality of network devices through specialized mana-
gement tools. It ensures the availability and the performance.
WSNs are typically deployed in a complex and distant envi-
ronment to monitor objects without human interactions [115].
Wireless links are not stable and prone to packet loss. Addi-
tionally, nodes can fail during the network operations. Thus,
real-time monitoring tools are required to check the operations
of the nodes in the network.

A high-level API-based method to monitor SDN-based
networks through OpenFlow was proposed in [116]. It uses
a statistic based algorithm to collect accurate status. Open-
NetMon [116] is a tool that provides an end-to-end QoS mo-
nitoring for traffic engineering (TE) in SDN-based networks.
Such network monitoring tools are also required for SD-WSNs
to check the functionality of SD-WSNs’ devices.

B. Challenges for Network Applications

Network applications can benefit from SDN in WSNs. We
state the research challenges for WSN applications such as
coverage and node mobility that require investigation in SD-
WSNs.

1) Coverage: Some of coverage issues in SD-WSNs are
currently studied in the literature. However, several aspects of
coverage problem in SD-WSNs need further investigation. We
overview them in the following.

a) Partial Coverage: The goal of area coverage is to
cover the whole network area by the nodes. In partial coverage
scenario, monitoring the whole network area is not required
while it is enough just to monitor a special percentage of the
network area. This problem needs also to be considered in the
future works of SD-WSNs.

b) Coverage Holes: Coverage algorithms may lead to
having coverage holes [117]. A coverage hole is the amount
of the network area that is not covered either by the nodes
or the chosen active nodes. Fig. 14 demonstrates a sample
network in which the deployed nodes lead to a coverage hole.
In this figure, the network area is divided into fixed-size cells,
which is one of the common ways to compute the coverage
contribution of each node. This is not easy to perform in non-
SDN based WSNs because the network area information is
required and it should be distributed among the nodes to check.
This issue needs further investigations in SD-WSNs.

Coverage
hole

Figure 14: An example of coverage hole.

2) Leveraging Node Mobility: To improve the nodes’
functionality in covering the network region, the nodes’ mo-
bility can be leveraged. For example, coverage holes can be
covered by moving the nodes toward the coverage hole area.
This problem needs investigation in future SD-WSNs works.

C. SDN-Specific Challenges
In this section, we describe the challenges that are specific

to SDN networks and applying SDN to WSNs inherits the
same issues.

1) Control Plane Resilience: In an SD-WSN, a single
controller can be a single point of failure for the network.
Multiple controllers can be leveraged to overcome the control-
lers’ failure. The authors studied [84] the controller failure by
adding an extra controller, but still, the inter-communication
mechanism between controllers are not considered in this
scenario. A complete solution is needed to handle controller
failures in SD-WSNs.
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2) Data Plane Resilience: In SDN network, the controller
is in charge of detecting data plane failures and it the case
link or node failures, packets can no longer be forwarded
to affected next hops. The controller repairs the path by
installing new flow entries in wireline SDN. Fast rerouting
(FRR) [118] has been introduced for fast and local reaction
without controller intervention. This may also be adopted for
SD-WSNs.

3) Scalability: Scalability is one of the most challenging
problems in SDN-based networks [119]. The robustness of
the network was studied in [84], but it suffers from scalability
issues, which has also to be considered in SD-WSNs. Utilizing
several controllers in the network solves the problem but it
opens the problem of optimal controller placement [120].

D. Security

Many WSNs have mission-critical responsibilities such as
military applications. Therefore, security needs to be taken into
account in designing the network for such applications [98].
Due to the nature of WSNs, security issues are more complica-
ted than in other network types. The threats and vulnerabilities
for SDN-based WSNs are identified in Sec. V. There is a need
for suitable solutions for each of those threats in the future
works. Most of current SDN security solutions are adapted
for switches and routers.

VII. LESSONS LEARNED

We summarize some insights gained during the preparation
of this survey.

Sensor nodes have only a limited battery, which constrains
their lifetime. Therefore, energy saving is an important goal
in most WSNs. This is mostly achieved by adapting the com-
munication range of sensor nodes. The communication range
affects the resulting topology and impacts the management
of the WSN. The sensing range impacts the coverage area
of a node, which is important as most WSNs have been
deployed for environmental monitoring. As the adaptation of
communication range influences significantly the operation of
a WSN, it is a difficult task. We believe that it can be better
solved by a powerful server with a central view on the network
than in a distributed way. Moreover, distributed control of
WSNs by itself causes lots of communication overhead so that
the communication of sensor nodes with an SDN controller
may save energy. As offloading energy- and communication-
hungry tasks to a powerful controller can significantly extend
the lifetime of sensor nodes, WSNs may particularly benefit
from SDN. However, there are some challenges to solve.
So far, there is not yet a standardized architecture for SD-
WSN and appropriate hardware is missing. There are some
simulation tools for SD-WSN, but no testbeds such as mininet
that allows running multiple real nodes on a single machine so
that experimentation with SD-WSN requires more effort than
in wireline SDN. Data plane and control plane resilience are
partially unsolved problems in wireline SDN, which also holds
for SD-WSN. When managing a WSN, topology, routing,
and various applications need to be jointly optimized, and re-
clustering actions may be needed to balance the battery of all

nodes. These are demanding tasks even for a central control
server and appropriate control strategies are needed. Finally,
security in SDN is not fully understood, which is certainly an
even bigger problem for SD-WSN as sensor nodes may be
even more exposed to potential attackers. Below the line, we
believe that the benefits of SDN outweigh potential drawbacks
and see SD-WSN as a promising research area.

VIII. CONCLUSION

This survey gave a brief overview of WSNs and SDN
and introduced the concept of software-defined WSNs (SD-
WSNs) including their operations, e.g., topology discovery and
routing decisions, that are different from WSNs. Coordina-
tion of distributed nodes and energy efficiency are the most
important challenges in WSNs. In non-SDN based WNSs,
they are mostly solved in a distributed manner. SD-WSNs
favor central control. That may save energy because redundant
communication can be avoided, energy-constraint nodes can
be offloaded from energy-efficient task by moving them to
the controller, and application-specific goals may be achieved
with fewer active nodes through more intelligent operation. We
reviewed advances for WSNs through SDN and challenges
for SD-WSNs that should be solved in the future. Finally,
we pointed out lessons learned during the preparation of this
survey.
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