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Abstract—The surge towards autonomous driving causes a
growing need for software and connectivity inside the vehicle.
This growth in complexity poses a substantial challenge
to the security of vehicles as it expands the cyber attack
surface. Moreover, to cope with computational demands,
the automotive industry currently develops new in-vehicle
architectures. In this context of emerging technologies and
escalating complexity, ensuring cybersecurity is an increas-
ingly demanding task. Honeypots are a well-established tool
for threat intelligence and intrusion detection in traditional
IT and the Internet of Things. In the automotive domain,
however, honeypots have never found their way into practical
application. In this work, we highlight how emerging in-
vehicle architectures present opportunities for honeypot de-
ployments inside the vehicle and threat landscape monitoring
on the Internet. In contrast to existing research, we consider
emerging in-vehicle architectures and how functional lim-
itations from the automotive industry have prevented the
widespread use of honeypots in the past.

1. Introduction

Advanced driver assistance systems, the surge to-
wards Autonomous Driving (AD), and the integration of
cloud services demand enhanced connectivity between
vehicles, back-ends, and the Internet. Moreover, due to
the amplified computational demands of these features,
Original Equipment Manufacturers (OEMs) have initiated
a transformation of in-vehicle architecture; once static
and deeply integrated vehicles will gradually evolve to
resemble a smartphone on wheels in the future. Unfortu-
nately, pervasive connectivity and the increasing software
complexity—approximately 300 million lines of code are
projected for the vehicle of 2030 [1]—go hand in hand
with an expanding cyber attack surface. Even in the past,
white-hat researchers have repeatedly exploited infotain-
ment and telemetry units remotely [2]-[4], showcasing
the possibility of causing fatal accidents. For this reason,
it is vital to continuously monitor the automotive threat
landscape and detect new approaches to vulnerabilities,
zero-day exploits, and potential malware targeting vehicle
computers [5].

In traditional IT as well as in the Internet of Things
(IoT), honeypots are an established tool to support threat
landscape monitoring. These decoy systems mimic valu-
able services, devices, or entire networks to attract adver-
saries. Adversarial activity on the honeypot is captured
and analyzed to subsequently update existing security
measures. Even in the automotive sector, honeypots have

been a subject of research for some time; back in 2008,
Verendel et al. published a now well-known approach to
in-vehicle honeypots and their simulation [6].

However, honeypots never found widespread applica-
tion in the automotive industry. Therefore, we first discuss
the limitations that currently prevent the success of auto-
motive honeypots—a honeypot that is either placed in a
vehicle or mimics a vehicle unit. Further, we consider
whether technological advances and the development of
new in-vehicle architectures can enable a widespread de-
ployment of honeypots in the automotive domain. Thus,
our contribution is as follows:

e« We discuss the current state of automotive honey-
pots as well as the limitations that prevent their
actual use.

o We illustrate how emerging vehicle Electri-
cal/Electronic (E/E)-architectures enable automo-
tive honeypots, especially, in-vehicle solutions.

« We discuss the different requirements of produc-
tion and research honeypots for automotive pur-
poses.

« We highlight how cloud-deployed honeypots can
support threat landscape monitoring in the auto-
motive domain.

The remainder of this paper is structured as follows. In
Section 2, we discuss related work on automotive honey-
pots. Section 3 provides the reader with a background on
honeypots and automotive E/E-architectures. In addition,
we discuss the factors that previously hindered the deploy-
ment of automotive honeypots. Section 4 highlights the
opportunities that emerging E/E-architectures hold for in-
vehicle honeypots. Furthermore, we discuss in Section 5,
how cloud-native honeypot deployments aid automotive
threat landscape monitoring and the research of attacker
behavior. Section 6 concludes the paper.

2. Related Work

The authors of [6] propose an approach to in-vehicle
honeypots that fully simulates the in-vehicle network. The
honeypot is deployed on hardware separate from the in-
vehicle network including its own wireless gateway to
ensure the vehicle’s secure operation. Furthermore, the
authors present three strategies to simulate the in-vehicle
network to provide a realistic honeypot environment. They
also discuss the limitations of their approach which we
will cover in Section 3.5.

In [7] the authors discuss how honeypots are an im-
portant aspect of a defense-in-depth strategy. Defense-
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Figure 1. Research and production honeypot concepts transferred to the automotive domain.

in-depth is an approach to security that utilizes security
measures at multiple layers of a system or network, not
only at the entrance point. In this multi-layer approach
honeypots are used to gather intelligence and defenders
adjust other security measures with the acquired knowl-
edge. The authors also highlight their central challenge of
implementing an in-vehicle honeypot: providing a credible
simulation while separating it from the genuine in-vehicle
network.

The authors of [8] discuss the deployment of hon-
eypots in vehicular ad-hoc networks which are used for
vehicle-to-vehicle and vehicle-to-infrastructure communi-
cation. In particular, they expect roadside infrastructure
honeypots to be more accessible to adversaries as these
are stationary in contrast to moving in-vehicle honeypots.

In [9] the author discusses approaches for vehicle hon-
eypots. They propose honeypot deployment in the form of
OBD-II dongles (remote diagnostic) and honeypot nodes
in vehicular ad-hoc networks. Furthermore, they touch on
Verendel et al.’s simulation strategies; simulation quality
could be improved by using genuine in-vehicle data until
the adversary performs malicious tasks at which point a
simulation is required.

In [10] the authors propose a framework that uses
machine learning to determine honeypot configurations
for application in the Internet of Vehicles. They use the
Common Vulnerability Scoring System score of Common
Vulnerabilities and Exposures that would be deployed in
the automotive honeypot as a metric for a defender’s
insights and an adversary’s time investment.

The authors of [11] investigate a feasible way of uti-
lizing honeypots inside the vehicle. They outline require-
ments for in-vehicle honeypots and give recommendations
on, among others, the placement and interaction level of
the honeypot. During their work, the authors identify a
fundamental difficulty: honeypots are difficult to integrate
into the car while keeping hardware costs and risk to the
rest of the network low. Both these limitations are part of
our discussion in Section 3.5, and we highlight how future
E/E-architectures solve these issues in the remainder of
this paper.

In contrast to existing work, we present approaches
to honeypot deployment that not only consider but are
enabled by emerging vehicle architectures. We also high-
light the limitations of existing approaches. Some of these
constraints have originated within the automotive industry,
making them challenging to anticipate for those outside
the domain. Finally, we present honeypot strategies to aid

both, threat intelligence and intrusion detection.

3. Background

In this section, we provide the necessary background
regarding honeypots and, especially, honeypots in the au-
tomotive domain. In addition, we highlight the transforma-
tion of automotive E/E-architectures, which are designed
to enable ubiquitous connectivity and AD.

3.1. Honeypots

Honeypots are decoy resources that are deployed to
mimic a valuable target system. They can mimic simple
network-facing services as well as entire systems. Activi-
ties of enticed adversaries are logged for subsequent anal-
ysis of the attacker’s approach. The quality of the received
data depends on how convincing the honeypot appears
to the attacker and how many interaction possibilities it
allows [15]. Since honeypots do not serve any purpose
to legitimate clients, it can be assumed that all incoming
connection attempts are hostile.

Honeypots are generally categorized by their inter-
action level as follows [16]. Low-interaction honeypots
usually just mimic network-facing services, e.g., Secure
Shell or Network Time Protocol. They only provide very
basic interaction possibilities like a log-in shell or request-
response communication. Medium-interaction honeypots
are more refined decoys as they additionally simulate
parts of the internal functionality; simulating the operating
system of a valuable target can get the adversary to further
interact with the honeypot after a successful login and re-
veal more sophisticated attacks. While low- and medium-
interaction honeypots are only computer programs, high-
interaction honeypots are genuine systems that are left to
the adversary’s hands to provide a realistic playground.
Although high-interaction honeypots promise the best in-
sights into the adversary’s attack path, they also require the
highest maintenance effort as genuine systems are often
used for subsequent attacks.

3.2. In-Vehicle Honeypots

There is an important distinction between two types
of in-vehicle honeypots: on the one hand, a honeypot
that is entirely separated from the in-vehicle network as
illustrated in Figure 1a. This serves the purpose of learning
about an attacker’s behavior inside an automotive unit or
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Figure 2. Logical illustration of current and future E/E-architectures.

network [6]—a research honeypot. On the other hand, true
in-vehicle honeypots are part of the in-vehicle network and
mimic, for example, a valuable Electronic Control Unit
(ECU). Figure 1b illustrates such a setup. In this way,
defenders get alerted as soon as an adversary breaches
into the network and investigates the systems inside. In
traditional IT, the latter is called a production honeypot.

Placing the research honeypot inside the vehicle, de-
spite being completely separate from the in-vehicle net-
work, is primarily motivated by simulation quality and
credibility. Real vehicle data ranging from a driver’s input
to environment perception can be used to enhance the
simulation quality [6], [9]. Furthermore, to provide cred-
ible simulation and device behavior, the honeypot should
be mobile [6] and reachable only at realistic cycles; a
24-hours-a-day vehicle up-time triggers suspicion. Never-
theless, as discussed in Section 3.5, there are limitations
to in-vehicle solutions for research purposes. Thus, we
propose a cloud-native approach to support automotive
threat intelligence with honeypots in Section 5.

3.3. In-Vehicle Architectures

The in-vehicle network consists of ECUs that are
connected with a central gateway by buses, e.g., Con-
troller Area Network (CAN), Media Oriented Systems
Transport (MOST), Local Interconnect Network (LIN), or
FlexRay. Most current vehicles have a very distributed
E/E-architecture. Figure 2a illustrates this so called gate-
way architecture. It has limitations in computing re-
sources, complexity, and a distributed connectivity ap-
proach; individual ECUs like infotainment units or teleme-
try units handle connectivity to back-end services by
themselves. Current architectures are not only incredibly
complex but very heterogeneous as, for the most part,
different ECUs are built by separate suppliers, introducing
a lot of variance in hardware components and software
solutions even inside a single vehicle.

As illustrated in Figure 2b and 2c, future architectures
are moving towards more centralized approaches. The Do-
main Controller architecture is the first step towards cen-
tralized computing resources. Domain controllers handle
the majority of computation for their respective domains.
AD, however, will require even more powerful computing
units. Thus, central High Performance Computers (HPCs)
will eventually take over most computing and connec-
tivity. Resulting in the Zonal architecture. This concept

also separates hardware and software planes to allow for
independent development and easier update mechanisms.

3.4. Development Towards Large-Scale Remote
Attacks on Automotive Units

At present, knowledge of large-scale remote attacks
on vehicle units is limited. Mostly white-hat researchers
were able to remotely exploit infotainment systems and
telemetry units. While the automotive industry as a whole
is already a target of large-scale remote cyber attacks,
attackers currently focus on the back-end and IT infras-
tructure of OEMs and suppliers [17]. Vehicle units are
more so targeted in the event of theft. However, it stands
to reason that the increasing connectivity and computing
power in future vehicles will also lead to large-scale
remote attacks against vehicle computers.

Especially the heterogeneous environment of hardware
and software components is a major contributor to the
current sparse attack landscape. However, in other do-
mains, e.g., traditional IT and the smartphone market, we
have seen a strong consolidation of software solutions over
time. As more and more technology transfers from those
realms into future E/E-architectures, we expect a similar
outcome in the automotive industry. The limited number
of software components allows adversaries to focus on
a few Operating Systems (OSs) to target entire fleets of
vehicles.

3.5. Limitations of Prior Approaches

In traditional IT, honeypots are a well-established tool
for threat intelligence, collecting malware samples, and
getting early warnings on novel exploits as well as zero-
day attacks. As discussed in Section 2, even in the auto-
motive domain there is research on honeypots that dates to
2008. However, automotive honeypots have faced practical
issues that prevent actual use:

Accessibility: For a honeypot to collect useful data,
it must be accessible to a large number of adversaries.
Especially low-range wireless interfaces like Bluetooth
or WiFi are generally not exposed to enough attackers.
Furthermore, observing large-scale remote attacks is only
possible if the honeypot is reachable from the public
Internet. However, since vehicles should operate within
a private network, the exposure to attacks over cellular



networks is close to none. This limited exposure to at-
tackers does not justify the expense of fully simulating an
in-vehicle network.

Costs: For obvious reasons, OEMs are very strict
about additional expenses. As automotive honeypots have
not yet proven that their insights are worth the addi-
tional manufacturing, maintenance, and especially hard-
ware costs, there is currently no incentive to spend large
amounts of money for an automotive honeypot.

Data acquisition: Although it seems promising to use
real vehicle data to improve simulation quality, the source
of such data is an important factor. Using the data of
customers is not only concerning with regard to privacy
but also difficult to impose by OEMs and suppliers.

Prior approaches also have functional limitations
caused by restrictions of the honeypot technology and the
E/E-architecture:

Simulation quality: Simulating an entire in-vehicle
network is a challenging task. Providing a simulation
that is able to react to an attacker’s input is even more
difficult: properly reacting to input that should provoke
driver reaction is the main concern. As an attacker, for
example, issues acceleration commands it is expected that
the driver hits the brakes; a simulation should follow this
behavior.

In-vehicle technology: Microcontrollers are strictly
tailored to their use case and do not offer additional
computing resources for a honeypot. In addition to hard-
ware limitations, current E/E-architectures do not provide
the separation between resources nor the possibility to
remotely or dynamically react to incidences to justify the
use of honeypots.

In the following sections, we discuss how upcoming
in-vehicle architectures and enhanced connectivity are
capable of, at least partially, solving these issues.

4. Opportunities for In-Vehicle Honeypots

As discussed in Section 3.3, vehicle architectures
evolve towards a centralized computing approach. The
software-defined vehicle is a term often associated with
this transformation: the higher computing power, the inte-
gration of cloud services, and, especially, the separation of
software and hardware layers lay the foundation for AD
and an overall improved driver experience. In this section,
we highlight how the emerging vehicle architecture also
provides opportunities for in-vehicle production honey-
pots. However, we also discuss remaining limitations with
regard to research honeypots that explain why automotive
threat intelligence requires honeypot deployments on the
public Internet.

4.1. High Performance Computing

High performance units will centralize computing and
bring additional performance compared to current archi-
tectures as resources are no longer bound to a specific
ECU. Furthermore, the AUTOSAR architecture standard
for automotive units was overhauled and aims for a
software-defined implementation approach for HPC units.
As depicted in Figure 3a, the application is no longer
tightly coupled with specific hardware but can be deployed
on top of hypervisors as a virtual machine or container.

This approach allows for more hardware-independent de-
velopment, easier update mechanisms, and more dynamic
deployment.

User application

AUTOSAR Runtime for Adaptive Applications

Application Programming
Interfaces (APIs)

Services for management
and diagnosis

Operating System

Virtual machine / Container / Hardware

(a) AUTOSAR Adaptive architecture for high perfor-
mance units [18].
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Figure 3. Architecture and concept for high performance computers.

Honeypots benefit from all the improvements men-
tioned above. First, the additional computing resources
can power a honeypot application without interfering with
the regular operation. Not only do honeypots benefit from
computing resources but also from the possibility of con-
tainer deployments. Resource-efficient base images and
compiled programming languages allow the development
of honeypots that can be packaged in a container image
as small as a few megabytes. Second, the separation
of software from hardware layers introduces additional
defensive mechanisms. No longer does a corrupted appli-
cation imply that the entire device is lost to the attacker.
Instead, an application that interacts with a honeypot can
be isolated from safety-critical functionality, ensuring the
integrity and reliability of critical systems. Third, given
the limited number of expected adversaries within the
in-vehicle network, honeypots benefit from the dynamic
deployment possibilities of HPC units. While in day-to-
day operation not every vehicle must deploy a honeypot,
OEMs can activate additional honeypots dynamically. For
example, in the event of heightened security requirements
due to published attacks, real-world attacks on other
vehicles, or threat intelligence indicating an increased
interest in vehicle computers. Figure 3b illustrates such
a honeypot setup. Guest OSs are selected depending on
the application. Thus, honeypots can be deployed in non-
critical environments to not interfere with safety-critical
operations.

4.2. Dynamic Networking

In traditional IT, the paradigm of Software-defined
Networking (SDN) has not only been a subject of aca-
demic research but has also made its way into real net-



works. It is foreseeable that this technology will even-
tually be transferred to the automotive industry. SDN
offers concepts to dynamically re-configure network par-
ticipants [19]. It decouples the control plane from the data
plane, allowing for a more flexible network architecture.
In SDN, a central controller configures the routing of net-
work traffic (control plane), while the switches solely fo-
cus on forwarding the actual network packets (data plane).
Hence, the SDN controller can define routing policies,
prioritize traffic classes, or even redirect network packets.
The data plane then implements these instructions.

Logical network separation is a fundamental capability
of SDN, eliminating the need for additional technologies
such as virtual LAN. This feature is particularly crucial
in the automotive domain, where it is essential to separate
safety or security-critical components from non-critical
ones. While physical separation inside the vehicle is con-
sidered best practice, it is not always the norm [2]. Logical
network separation is achieved through network flows.
The controller, for example, defines flow rules based on
the packet’s source, destination, or traffic class—thus, a
headlight ECU could no longer send CAN messages to
the motor control unit [20].

Using Honeypot Findings. Dynamic re-configuration al-
lows to separate devices that are suspected compromised.
If an adversary investigates a honeypot system or appli-
cation, a finding is issued for the corresponding devices.
The SDN controller can respond to the report by isolating
the suspected rogue component. However, in the case
of safety-critical components, a separation from the core
network during high-speed driving is not feasible. Thus, in
the event of a honeypot finding, we propose to discontinue
non-safety related network flows while allowing safety-
critical network flows to continue until the vehicle comes
to a stop. Depending on the incident, the driver should of
course be notified to halt. By utilizing network flows, it
becomes possible to mitigate the consequences of compro-
mised applications while ensuring that the vehicle’s basic
functionality is still maintained and guaranteed.

Further Honeypot Opportunities. SDN not only enables
the integration of honeypots and the processing of their
findings, but it also presents an intriguing opportunity for
honeypot application within the SDN controller. As the
central intelligence of the network, SDN controllers are
attractive targets for adversaries. Consequently, deploying
a honeypot that mimics an SDN controller is a promising
application.

4.3. Utilizing Connectivity

The utilization of Over-the-Air (OTA) updates presents
a significant opportunity for automotive honeypots. In the
past, when automotive honeypots were first introduced
in 2008, OEMs had to recall millions of vehicles to
address vulnerabilities that may or may not have been
exploitable by attackers. However, with the advent of new
architectures and increased connectivity, OEMs can now
leverage honeypot findings more efficiently by incorporat-
ing most security fixes into the next OTA software update.
Furthermore, OTA services themselves offer a promising

application for honeypots, as these critical interfaces are
likely to be targeted by attackers.

4.4. Remaining Limitations

HPC and Ethernet networks provide realistic condi-
tions for in-vehicle production honeypots to add to ex-
isting intrusion detection methods. However, we do not
see a feasible deployment scenario for in-vehicle research
honeypots, as hardware separation, resulting costs, and,
especially, accessibility limit the number of deployable
honeypots and, especially, their exposure to adversaries.
Furthermore, a research laboratory—that deliberately in-
vites adversarial parties—in customer property also has
legal limits. In the next section, we will therefore explain
how honeypots on the Internet can contribute to automo-
tive threat intelligence.

5. Proposing a Cloud Deployment Strategy

The concept of in-vehicle research honeypots is not
practical due to additional hardware costs and customers
unwilling to carry a honeypot that would deliberately
invite an adversary into their vehicle. For this reason,
we propose a cloud simulation strategy that moves re-
search honeypots from the vehicle into the cloud. Cloud
environments drastically increase attacker exposure. In
addition, they enable a versatile use of honeypots with dif-
ferent simulation depths; in this section, we highlight how
various types of honeypots can be deployed realistically
on the Internet to support automotive threat intelligence.
Furthermore, we discuss how honeypots can contribute
to threat intelligence even now, with the software-defined
vehicle still a considerable distance away.

5.1. Utilizing Low-Interaction Honeypots

Considering the current state of large-scale remote
attacks (discussed in Section 3.4), automotive research
honeypots should monitor the general interest of attackers
in automotive operating systems and services. Due to the
unknown number of attackers against vehicle units, the
cost and effort required for a credible vehicle simulation
are very high. Thus, we propose the deployment of low-
interaction honeypots as a first step.

Low-interaction honeypots that mimic automotive op-
erating systems and services offer several advantages over
complex simulations. They are proficient in monitoring
general interest in a given system with low resource
requirements and development costs. Since the limited
depth of adversarial interaction requires lesser monitoring
and maintenance by defenders, low-interaction honeypots
allow for automated deployment. Furthermore, mimicking
only operating systems and services offers the advantage
of credible Internet deployments; many of them can be
found in more Internet-native domains (e.g., QNX in IIoT,
MQTT in IoT, or Android in the mobile market). Moni-
toring such honeypot systems is valuable for automotive
threat intelligence, as attacks on industrial QNX systems,
for example, are equally dangerous to vehicle units. In
addition, we expect adversaries to test new exploits or
attacks on devices on the Internet, as automotive units,
especially modern ones, are difficult to acquire and deploy
on their own.
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5.2. Vehicle Honeypots on the Internet

As soon as low-interaction honeypots suggest a rising
interest in automotive systems, the development of a more
in-depth honeypot system is feasible. However, the most
difficult part is a credible and accessible placement of full
in-vehicle simulations. One way to build a realistic attack
surface is a web portal that hides automotive honeypots
behind them: automated parking services, remote teleme-
try services, remote control services, and test vehicle
portals can be credible hurdles to deceive adversaries.
White-hat researchers have exploited a number of such
portals and have thus shown that this is a credible path to
automotive devices [21].

As a result, we propose a twofold cloud deployment
strategy (illustrated in Figure 4). First, widespread deploy-
ments of low-interaction honeypots on the public Internet
monitor general attacker interest. Second, sophisticated
honeypots simulating entire in-vehicle networks are placed
more sparingly behind company or service portals. Po-
tential real vehicle data that is necessary to enhance the
honeypot’s vehicle simulation is obtained through test ve-
hicles of OEMs and suppliers. While advances in machine
learning make full simulation feasible, the technology of
digital twins is another promising route. Since remote
diagnostics and data analysis in digital twins require real
vehicle data, the same data flow can be used to create a
realistic honeypot environment—a digital twin honeypot.

6. Conclusion

Although honeypots are an established tool for threat
intelligence, the automotive industry has not been able
to capitalize on this in the past; functional and practical
limitations have hindered the widespread deployment of
honeypots that mimic in-vehicle components, both on the
Internet and within vehicles. However, the necessity of
additional computational resources and software-defined
approaches proves to be an opportunity for honeypot
deployments.

Emerging E/E-architectures lift most of the limitations
that the automotive realm currently imposes on the use
of honeypots. Additional computing resources, dynamic

network approaches, and pervasive connectivity support
the deployment of honeypots and the use of their findings.
Nevertheless, the honeypot approach can be simplified.
Low-interaction honeypots can solve fundamental lim-
itations in many areas, and even simplify deployment
through automation options. As an increasing attacker
interest in automotive units becomes apparent, however,
properly deployed honeypots with higher interaction still
have a legitimate place in the threat intelligence strategy.
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